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Preface

The University of Maribor, and the Faculty of Electrical Engineering and Computer Science (FERI) in
particular, was honoured to host the 27th SemDial workshop. Maribor is the second-largest city of Slove-
nia, a small country situated between the Alps, the Adriatic Sea and the Pannonian Plain. If you come
to Slovenia, you can visit these three very diverse landscapes in just one day. As diverse as Slovenia’s
landscape is, so is its language. With only 2 million of speakers, Slovene is known for a record-breaking
number of dialects — it is not uncommon that Slovenes from different regions to have difficulties under-
standing each other when speaking their local dialects. For a linguist interested in spoken language it is
a real treasure and a pleasure to explore this linguistic diversity, and for a speech technologist it is a real
challenge to address it properly. FERI has been dedicated to the development of language technologies
and the creation of language resources since the 1990s. Together with the Slovene CLARIN.SI consortium,
we are pleased today to provide open language corpora and databases for the Slovene language created by
our researchers. With the SemDial workshop, we were privileged to host researchers whose work brings
inspiration and added enthusiasm to the study of language in all its dimensions and facets.

This year we received 25 full paper submissions, 12 of which were accepted as full papers after a peer-
review process, during which each submission was reviewed by a panel of at least two experts. The poster
abstracts had 15 submissions from a combination of recommended pre-accepted re-submissions of long
papers and a further call for research in progress and short papers — 13 of these poster abstracts were
presented. All accepted full papers and 12 poster abstracts (one has been withdrawn) are included in this
volume.

We would like to extend our thanks to our Programme Committee members for their very detailed and
helpful reviews.

MariLogue features three keynote presentations by Philippe Blache, Director of Research at the CNRS,
Laboratoire Parole et Langage, Director of the Institute of Language Communication and the brain;
Liesbeth Degand, Professor at Université Catholique de Louvain; Marko Robnik Sikonj a, Professor at the
University of Ljubljana, Faculty of Computer and Information Science, member of the Laboratory for
Cognitive Modeling. We are honoured to have them in this year’s SemDial and we thank them for their
participation. Their contributions cover important and different areas of the study of dialogue. Abstracts
of their contributions are included in this volume.

We would also like to thank our local organizers at Maribor University for chairing and bringing SemDial
to such a special setting. We also thank Julian Hough and Ellen Breitholtz for core administrative support
building up to the event, and to Julian Hough (again), Casey Kennington and Brielen Madureira for their
support on converting the proceedings to the SemDial anthology format. Thanks to everyone who helped
with all aspects of the organization.

And last, but not least, a special thank you to the authors and conference participants, whose contributions
and participation make this an exciting SemDial — and proved once more why dialogue is the crux of the
matter in the melting pot of linguistics-related disciplines and perspectives.

Andy Liicking, Chiara Mazzocconi and Darinka Verdonik
Maribor
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Keynote 1

Deep and compositional, or shallow and direct: two routes and one loop for
a new approach to language understanding in conversation

Philippe Blache
Laboratoire Parole and Langage (LPL-CNRS), Aix-en-Provence, France
Institute of Language, Communication and the Brain (ILCB), Marseille, France
philippe.blache@univ-amu.fr

Abstract

Language understanding is a complex task, integrating different sources of information, from sounds
and gestures to context. However, in spite of its complexity, this process is extremely fast and robust,
performed in real-time during conversations. Many studies have shown that this robustness and efficiency
are made possible by different mechanisms: the ability to predict, the possibility of directly accessing
entire pieces of meaning and the possibility to perform a “good-enough” processing, sufficient to access the
meaning. These mechanisms, by substituting to the classical incremental and compositional architecture,
facilitate access to the meaning. However, existing models do not explain precisely when these facilitation
mechanisms are triggered and whether they inhibit or on the contrary work in parallel with the standard
ones.

I propose in this presentation a new model integrating both facilitation and standard mechanisms by
revisiting the different stages of the processing: segmentation of the input, access to the corresponding
meaning in long-term memory and integration to the interpretation under construction. This architecture
is based on different features: unique representation of linguistic objects (independently from their
granularities), control of memory access (in particular thanks to search space reduction) and multiple-level
prediction. This neuro-cognitive model provides a new framework explaining how deep and shallow
mechanisms of language processing can cohabit. It is also a good candidate for explaining different effects
of mismatch observed at the brain level.
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Keynote 2

Discourse markers in interaction: distribution and functions

Liesbeth Degand
Université Catholique de Louvain,
Louvain-la-Neuve, Belgium
liesbeth.degand@uclouvain.be

Abstract

In this presentation I give an overview of the use of Discourse Markers (N= 1872) in a multi-genre
corpus of spoken French. Contrasting their use in dialogic and monologic contexts, I will show how their
distribution and function is impacted by their context of use. The focus will be on the relationship between
frequency, polysemy and polyfunctionality of the markers, and how their (syntactic) form influences their
functional distribution.
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Keynote 3

Challenges in explaining machine learning models for text

Marko Robnik Sikonja
University of Ljubljana, Faculty of Computer and Information Science
Ljubljana, Slovenia
marko.robnik@fri.uni-1j.si

Abstract

The area of Explainable Artificial Intelligence has developed many approaches for the explanation of
machine learning models. The most successful methods are based on counterfactuals, prototypes, and
perturbation of inputs. Unfortunately, none of these approaches works well to explain large language
models, which currently dominate natural language processing. The presentation will focus on challenges
in using the most successful explanation methods for text classification, such as the interpretation of feature
attributions, explanation of longer textual units, on-manifold vs. off-manifold explanations, unstable and
uncertain explanations, and inadequate and unsystematic evaluation of explanation techniques. We will
present possible solutions and outline a framework for more general explanation approaches.
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Lexical entrainment on target words during task-oriented interaction in
children with and without autism spectrum disorder

Joanna Kruyt
Institute of Informatics,
Slovak Academy of Sciences/
in Bratislava, Slovakia
FIIT, Slovak Technical University
in Bratislava, Slovakia
joanna.kruyt@savba. sk

Katarina Polényiova and Daniela Ostatnikova

Academic Research Center for Autism,

Institute of Physiology, Faculty of Medicine,
Comenius University in Bratislava, Slovakia

Stefan Betius
Institute of Informatics, Slovak Academy of Sciences in Bratislava, Slovakia/
Constantine the Philosopher University in Nitra, Slovakia

Abstract

One widely observed strategy that interlocu-
tors use to facilitate mutual understanding dur-
ing dialogue is the repetition of each other’s
words, or lexical entrainment. Despite being
well-researched, the underlying mechanisms of
the phenomenon are debated. Specifically, the
role of social factors and theory of mind are
contested. This study aimed to investigate the
role of theory of mind and neurotype on lex-
ical entrainment. We recruited children with
and without autism spectrum disorder, asked
them to complete a collaborative task with an
adult, and measured how often they entrained
to the experimenter on "dispreferred" terms.
We administered tests to measure 1Q, executive
functioning, and theory of mind for each child.
Our results suggest that neither neurotype (i.e.
autistic or neurotypical) nor theory of mind
score predict entrainment, but that increased
executive functioning difficulty predicts lower
entrainment. Additionally, gender seems to in-
fluence entrainment. Theoretical implications
of these results are discussed.

1 Introduction

During dialogue, two interlocutors need to collabo-
rate to ensure that they understand one another. Mu-
tual understanding can be achieved through several
strategies. One of these strategies is the tendency
of interlocutors to behave more similarly over time.
This tendency is often referred to as entrainment,
though other terms such as alignment, convergence,
or synchrony are also used. This paper focuses on
entrainment at the lexical level, i.e. on similarity in
word choice.

Though entrainment has been widely observed,
the exact psychological mechanisms underlying the
phenomenon are debated. Specifically the role of

higher-order cognition, in particular mentalising
or "theory of mind" (ToM), is a topic of discus-
sion. Some theories of entrainment postulate that
it is an automatic process that occurs through prim-
ing mechanisms (interactive alignment hypothesis,
Pickering and Garrod (2004, 2013)), while another
theory is based on the idea of audience design: in-
terlocutors tailor their utterances to whomever they
are talking to, and take into account their "com-
mon ground" or mutually shared knowledge, which
required perspective-taking and ToM skills (com-
mon ground/audience design account, Clark and
Marshall (1978); Clark and Murphy (1982)). Yet
another theory hypothesises that entrainment oc-
curs because interlocutors aim to emphasise or min-
imise social differences between themselves and
the person they are interacting with (Communica-
tion Accommodation Theory, Giles et al. (1991)).

In other words, the role of social and higher-
order cognitive factors in entrainment is unclear.
One way to elucidate the role of these external
and internal factors, is by investigating entrainment
in a group of people that exhibits both social and
cognitive differences compared to the general pop-
ulation. Autism spectrum disorder (ASD) is of-
ten said to involve both of these: individuals with
ASD report struggling with friendships and roman-
tic relationships more than their neurotypical (NT)
peers (e.g. Bossaert et al., 2015; Taheri et al., 2016),
and ASD is associated with differences in ToM
processing (e.g. Baron-Cohen, 2000; Baron-Cohen
et al., 1985; Tager-Flusberg, 2007). Investigating
entrainment in individuals with ASD can further
inform us about the relationship between ToM and
entrainment. This study aims to compare lexical
entrainment in children with ASD and their NT
peers, to characterise any potential between-group
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differences and to examine the role of ToM in en-
trainment.

2 Previous work

Entrainment in individuals with ASD has been in-
vestigated on several levels including syntax and
lexical choice. Research suggests that individuals
with ASD show similar levels of syntactic entrain-
ment to individuals without ASD, both in experi-
mental settings (Allen et al., 2011; Slocombe et al.,
2013) and more naturalistic conversations (Hopkins
et al., 2016). In terms of lexical entrainment, with
which the present study is concerned, results from
existing studies appear somewhat less consistent.

Lexical entrainment in individuals with ASD has
been investigated using different methodologies:
some studies focus on entrainment on target words,
while others focus on overall lexical entrainment.
Entrainment on target words is typically measured
in a collaborative card-placing task during which
an experimenter uses uncommon or "dispreferred"
words to describe objects. Whether individual with
ASD also adopt this dispreferred term is taken as a
measure of entrainment to the experimenter. When
such paradigms are used to measure lexical entrain-
ment in individuals with ASD, results typically
suggest that individuals with and without ASD do
not show different entrainment patterns (e.g. Slo-
combe et al., 2013; Branigan et al., 2016; Hopkins
et al., 2016). Importantly, conversations during
such tasks are usually highly constrained, with pre-
dictable turn-taking and short turns. Du Bois et al.
(2014) even refer to the speech during such struc-
tured tasks as "serial monologue" (p. 436) rather
than dialogue, highlighting how such structured
tasks do not resemble naturalistic, interactive con-
versation.

Rather than looking at entrainment on target
words, some studies investigate overall lexical en-
trainment. Overall lexical entrainment in individ-
uals with ASD is typically measured during more
unstructured naturalistic conversations, where the
proportion of shared vocabulary between partici-
pants is measured (e.g. Stabile and Eigsti, 2022;
Patel et al., 2022; Fusaroli et al., 2023). The ma-
jority of studies that measured lexical entrainment
on a more global level rather than on target words,
typically during less restricted conversations, re-
port significant between-group differences, with
individuals with ASD exhibiting lower degrees of
lexical entrainment.

The present study aims to combine approaches
taken in previous experiments: we will measure
entrainment on target words, but will record more
naturalistic, task-oriented conversations, with less
predictable turn-taking than traditional studies in
which entrainment on target words is measured.
We hypothesise that a less structured and less pre-
dictable task will increase the cognitive load of par-
ticipants, as they have to spend cognitive resources
on the task, as well as on predicting turn-taking
and other communicative and social processes. We
hypothesise that the cognitive load during a semi-
structured conversation is higher for people with
ASD than NT people due to their differences in
social processing. Since increased cognitive load
is associated with reduced entrainment (Abel and
Babel, 2017), we expect any between-group differ-
ences in entrainment to be more salient during semi-
naturalistic conversation than in a highly structured
one. In line with existing research, we expect to
find less entrainment on the lexical level in our
participants with ASD than in their NT peers.

3 Methods

3.1 Participants

For this experiment we collaborated with the Aca-
demic Research Center for Autism (ARCA) in
Bratislava, Slovakia. With their help, we recruited
two groups of children who were native Slovak
speakers and had normal to corrected sight and
hearing: one group of children with (suspected)
ASD (diagnosis was later confirmed through stan-
dardised diagnostic testing) and one group of NT
children who did not have suspected ASD or other
developmental disorders.

In total, we recruited 67 children (14F, 62M),
of whom 41 were diagnosed with ASD (7F, 34F)
and 35 were NT (7F, 28M). The mean age of all
recruited children was 9.21 (£1.86). For further de-
tails on the demographic information and various
test scores of both groups, see Table 1. Note that
we did not include data from each child in the anal-
yses due to some technical issues with our audio
recordings.

All children suspected of having ASD underwent
a comprehensive diagnostic procedure, consisting
of the Autism Diagnostic Observation Schedule
(ADOS, Lord et al. (2008)) and the Autism Diag-
nostic Interview (Revised, ADI-R). Furthermore,
the Woodcock-Johnson test was administered to
assess the intelligence quotient (IQ) of each child,

7
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Table 1: Summary of demographic information and test scores for both groups of participants.

ASD NT t-test
mean (std) range mean (std) range P
Age 9.10(1.71)  6.14-1230 | 9.34(2.04) 6.18-1297 | >0.05
1Q 96.80 (16.81) 52 -131 105.8 (14.84) 67 - 134 <0.05
BRIEF | 67.32 (9.61) 47 - 85 58.77 (12.81) 36 - 83 <0.01
ToM 8.29 (2.14) 2-14 12.17 (1.74) 8-15 <0.001

while the Comic strip task (Cornish et al., 2010)
was employed to measure Theory of Mind (ToM)
abilities. Additionally, information regarding the
executive functions (EF) of each child was gath-
ered through the Behavior Rating Inventory of
Executive Function (BRIEF) questionnaire (Gioia
et al., 2000), which was completed by the par-
ent(s)/caregiver(s) of the children. All materials
used in the study were in Slovak and all tests were
administered by a trained clinician at PhD-level.

3.1.1 Maps task

To elicit semi-naturalistic, task-oriented conversa-
tion, we used the Maps task. During this task, an
experimenter and participant are both given maps
that differ slightly (see Figure 1). One map con-
tains a pre-drawn route, and the goal of the task is
for the "instruction giver" to explain this route to
the "instruction follower", so that the instruction
follower can replicate the route on their own map
as closely as possible.

We edited the original maps to change the origi-
nal landmarks to different objects. Our maps con-
tained two types of objects: control objects, which
had one clearly preferred lexical label (e.g. orech
(walnut) in Figure 1), and target objects which had
both a "preferred" and "dispreferred" label (e.g.
for the picture of the orange in in Figure 1, the
preferred term was pomaranc (orange) and the dis-
preferred term was mandarinka (mandarin)). In
the present experiment, we aimed to see whether
children would entrain to the adult experimenter on
dispreferred terms for target objects.

We selected our target objects based on an online
norming study, in which we distributed a survey
that contained coloured pictures and asked children
to answer the following two questions: "What is the
first word you would use to describe this picture?"
and "What other word would you use to describe
this picture?". Based on these answers, we selected
our control objects (words that had one clearly pre-
ferred term and no common dispreferred terms)
and target objects (words that had a preferred term

and a commonly provided less-preferred or dispre-
ferred term).

To minimise any discomfort or distress for the
children with ASD, we decided that the experi-
menter who completed the Maps task with them
would be somebody they were familiar with. The
experimenter was the clinician who administered
the other tests. The experimenter was thus aware
of whether the child received an ASD diagnosis or
not, which could introduce experimenter bias. To
mitigate the influence of such potential bias, we
provided the experimenter with training and de-
tailed instructions on how to act prior to the task.
Importantly, the experimenter was instructed to al-
ways use the dispreferred word, and as a reminder,
her maps had written labels indicating with which
word she should use to describe each object (see
Figure 1).

The Maps task consisted of different trials, and
different target objects were used in these different
trials (see Table 2). The maps in the first and last
"real" (i.e. non-practice) trial contained all 8 target
items. The maps in trial 2 and 3 contained half of
the target objects (the same 4 target objects each).
This allows for the comparison of entrainment on
dispreferred terms that were repeated more often
and more recently to entrainment on dispreferred
terms that were mentioned less often and a longer
time ago. The maps used in trials 1 and 4 were
counterbalanced, as were the maps used in trials 2
and 3.

In a typical Maps task, roles of participants (i.e.
instruction giver or follower) switch between ev-
ery trial. Since many children with ASD strug-
gle with executive functioning, and such constant
rule-switching might be challenging for them, we
decided to only have one role switch in the Maps
task: during the first few trials, the child was the in-
struction follower, and during the last few trials, the
child was the instruction giver. Each part started
with a practice trial (see Table 2), so we could en-
sure that the children understood the task and got
used to their roles.

8
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Figure 1: Example of maps used in the Maps task (not true to size). These specific maps were used for Trial 2,
during which the experimenter is the instruction giver and only half of the target objects are on the map (see Table
2). The objects that are on both maps are target objects. Objects that are only present on one map are control objects
that only have one preferred term. The target objects on the experimenter’s map are labeled with their dispreferred
terms as a reminder for her to use only the dispreferred terms.
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Table 2: Overview of Maps task trial structure.

Map Instruction giver Objects

Practice 1  Experimenter Control only

Trial 1 Experimenter All target objects

Trial 2 Experimenter Half of the target objects
Practice 2 Child Control only

Trial 3 Child Half of the target objects
Trial 4 Child All target objects

The Maps task was recorded with various micro-
phones. All audio recordings were orthographically
transcribed using Transcriber by experienced anno-
tators who were native Slovak speakers. The sub-
sequent transcriptions were transformed to Praat
TextGrid format for further analysis.

3.2 Analysis

The Maps task elicits more naturalistic dialogue
than many other tasks that have been used to re-
search entrainment in children with ASD, and
though this was an important goal of this project,
it must be noted that it comes at a cost: the dia-
logue is unpredictable, and it is nearly impossible
to predict how often each interlocutor will say a
particular word. This applies to the child, but also
to the experimenter. One could argue that if the
experimenter says a dispreferred word more often,
a child may be more likely to be primed to repeat it.
For this reason, we included the number of times an
experimenter said a particular word as a predictor
of how many times the child used that same word.

To calculate lexical entrainment, we used the

aforementioned TextGrids. One file was excluded
because of technical issues, so 75 interactions were
analysed. We used the Slovak simplemma lemma-
tiser to lemmatise all of each speaker’s utterances
and then counted how many times speakers said
preferred and dispreferred words: per target word,
we counted how many times the child used the pre-
ferred word and the dispreferred word, and how
often the experimenter used the dispreferred word
(since she had been instructed to always use the
dispreferred word and never the preferred one). We
then calculated the difference between the number
of times the child said the preferred word and the
dispreferred word, such that the number would be
negative if the child dis-entrained, i.e. used the
preferred word more often than the dispreferred. In
the linear mixed effects model formula below, this
value is represented as "diff child".

The linear mixed effects model formula we used
to measure lexical entrainment was as follows,
where "dispref exp" represents the number of times
the experimenter used the dispreferred word:

diff child ~ dispref exp + group + ToM + gender
+ trials + age + BRIEF + 1Q + (1 | participant) + (1
| target item)

Group (i.e. ASD or NT), gender (M or F), ToM
score, trials (i.e. whether the target stimuli was
repeated in every trial or only in the first and last
trials), age (in years), and BRIEF score are included
as fixed effects, while participant and target stimu-
lus are included as random effects. No interaction

9

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



effects were included as this seemed to lower the
AIC of the model and thus indicated that the ad-
dition of these interaction terms did not lead to a
better fit. The ImerTest R package (Kuznetsova
et al., 2017), which provides p-values via Satterth-
waite’s degrees of freedom method, was used to
assess significance of effects.

4 Results

The intercept of the model used to predict lexical
entrainment, which corresponds to the values of
group = ASD, trials = target item was repeated
only in first and last trials, ToM score = 0, gender =
F, number of times experimenter said dispreferred
word =0, age = 0, IQ = 0, and BRIEF score =0, is
presented in the first row of Table 3.

Table 3: Effects in the LMEM constructed for the lexical
entrainment analysis. Significant effects are indicated
with an asterisk.

effect beta  std t df p
intercept 1.29 1.78 0.73 7544 0.470
dispref adult 0.19 0.03 540 533.08 <0.001%*
group -0.56 041 -137 68.66 0.174
ToM 0.06 0.08 0.73 68.68 0.471
gender 078 037 210 68.76  0.039*
trials -0.57 0.79 -0.74 5.99 0.489
age 0.06 0.08 0.75 69.26 0.454
BRIEF -0.03 0.01 -2.05 68.81 0.044*
1Q -0.01 0.01 -092 68.77 0.359

Within this model, effects that were found to
be non-significant and negative were group, target
item repetition, and 1Q score. Effects that were
found to be non-significant but positive were those
of ToM score, and age (see Table 3).

Several effects were found to be significant (see
Table 3). The effect of the number of times the ex-
perimenter said the dispreferred word (dispref exp)
was found to be significant and positive, suggesting
that more repetitions of a term by the experimenter
led to higher lexical entrainment on that term. Ad-
ditionally, general BRIEF score was found to have
a significant and negative effect on children’s lex-
ical entrainment, suggesting that increased issues
with executive functioning (reflected in a higher
BRIEF score) was associated with lower degrees of
lexical entrainment. Finally, gender was found to
be significant, suggesting that boys showed more
lexical entrainment than girls (beta is positive and
the intercept is for gender = F).

5 Discussion

Our two recruited groups did not differ signifi-
cantly in age, though significant between-group
differences existed for IQ, ToM, and BRIEF scores
(see Table 1). The latter two are in line with exist-
ing research that suggests that children with ASD
perform less well on ToM tests than NT children
(e.g. Baron-Cohen, 2000; Baron-Cohen et al., 1985;
Tager-Flusberg, 2007), and typically struggle more
with executive functioning than NT children as well
(see Demetriou et al. (2018) for a meta-analysis).
We tried to match our groups as closely on possible
on age and approximate 1Q, but this is a difficult
task. The group of NT children we recruited had a
significantly higher mean IQ score than our group
of children with ASD. Though this is not ideal for a
between-group comparison, we added 1Q as a fixed
effect in our model and did not find that it predicted
entrainment.

The present study aimed to assess lexical entrain-
ment on target words, but during less constrained
conversations than most existing studies. The re-
sults of the our analysis suggest that group (i.e.
NT or ASD), ToM score, target item repetition,
1Q score, and age do not significantly predict the
degree to which a child entrained to the experi-
menter on a dispreferred term. On the contrary,
the number of times the experimenter repeated a
word and a child’s BRIEF score both significantly
predicted the child’s lexical entrainment behaviour,
such that more repetitions by the experimenter pre-
dicted higher entrainment, while a higher BRIEF
score and thus more problems with executive func-
tioning predicted lower lexical entrainment.

Our results are consistent with the majority of
existing research that did not show between-group
differences or significant effects of ToM ability in
lexical entrainment on target words. Importantly,
the only existing studies that indicated decreased
entrainment in individuals with ASD during more
unstructured, unpredictable dialogue assessed lexi-
cal entrainment in general, rather than on specific
target words. In other words, these studies mea-
sured the proportion of shared vocabulary between
interlocutors, rather than entrainment on specific
lexical terms. It is possible that these different ap-
proaches to quantifying lexical entrainment may in
reality measure two different conversational mech-
anisms or processes on different levels. Further
research can elucidate whether measuring lexical
entrainment in these different ways produces re-
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sults that reflect the same underlying process, or
whether lexical entrainment on a "global" versus
more "local" scale perhaps rely on different mecha-
nisms.

Based on the absence of significant effects re-
garding group membership or ToM scores, our
findings do not appear to support the common
ground/audience design account (Clark and Mar-
shall, 1978; Clark and Murphy, 1982) of entrain-
ment. Interestingly, our results suggest that certain
social factors, such as gender, do significantly pre-
dict entrainment. This could be taken as support
for the Communication Accommodation Theory
by Giles et al. (1991).

Our results suggested that boys show more lexi-
cal entrainment than girls. A possible explanation
for this is the observation that girls with ASD tend
to use more compensatory strategies to "fly under
the radar", or blend in in social settings. This be-
haviour is referred to as camouflaging or masking
(Dean et al., 2017). It has been hypothesised that
such strategies may also be used in language pro-
duction (Parish-Morris et al., 2017) in interaction.
It is possible that girls with ASD in this study were
more likely to use the preferred word for an ob-
ject because in everyday circumstances, this word
would be used more commonly, and using a dispre-
ferred word might make them stand out.

To see whether there was a difference in lexi-
cal entrainment between girls and boys between
groups, we plotted the difference in preferred and
dispreferred lexical item use by group and gender
(see Figure 2). This figure shows that girls with
ASD indeed show slightly less entrainment than
boys and girls without ASD, though this difference
is not significant. It is possible that camouflaging
in girls with ASD and a general tendency towards
social conformity that likely also exists in NT girls
explains why girls show significantly less entrain-
ment on dispreferred terms than boys.

One could argue that our findings support Picker-
ing and Garrod’s interactive alignment hypothesis
2004; 2013: there is no difference in entrainment
between groups, and no effect of ToM, suggest-
ing that higher-order cognition is not required for
entrainment. Additionally, the finding that the num-
ber of times the experimenter says a dispreferred
word significantly predicts increased lexical en-
trainment in a child, supports the idea that priming
underlies entrainment. However, Pickering and
Garrod’s theory 2004; 2013 does not explain why

gender would affect entrainment, or why execu-
tive functioning significantly predicts the degree
to which children lexically entrained to the experi-
menter.

Interestingly, few of the previous studies on en-
trainment in individuals with ASD included mea-
sures of executive functioning. Hopkins et al.
(2016) investigated the effect of conflict inhibition
on lexical entrainment and found no significant ef-
fects. Our results, which suggest that decreased
executive functioning relates to lower lexical en-
trainment, are thus not in line with this previous
study. A possible explanation of this is that in
the Hopkins et al. (2016) study, a measure of one
specific executive function, namely conflict inhi-
bition, was included, and that this was measured
with a specific test, whereas we asked participants’
parents to fill out the BRIEF questionnaire as an in-
dication of their executive functioning in everyday
life. BRIEF scores may reflect a different set of
executive functions than the test used by Hopkins
et al. (2016).

An alternative explanation is that the experimen-
tal paradigm employed by Hopkins et al. (2016)
was a game with single-utterance turns and a pre-
dictable conversation structure. The task used in
the present study was more complicated and re-
quired active dialogue to complete. It is plausible
that the increased cognitive load of our task and the
accompanying dialogue required more of the chil-
dren’s cognitive resources than the game used by
Hopkins et al. (2016). This could mean that there
were fewer cognitive resources available for pro-
cesses such as remembering that the experimenter
used the dispreferred word and inhibiting the use
of the preferred word, thus leading to decreased
entrainment, especially in children who have more
difficulties with tasks that require executive func-
tioning skills. This is in line with existing research
that has suggested that increased task demand and
cognitive load leads to reduced entrainment (Abel
and Babel, 2017).

The latter explanation is further supported by the
study conducted by Stabile and Eigsti (2022), who
also investigated lexical entrainment (on a global
level) during a Maps task, and also measured exec-
utive functioning using the BRIEF questionnaire.
While results of the study by Stabile and Eigsti
(2022) did not reveal any significant associations
between BRIEF score and lexical entrainment, re-
sults were marginally significant and in the same
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Figure 2: Lexical entrainment, measured as the difference between the number of times a child used a preferred

versus a dispreferred term, plotted by group and gender.

lexical entrainment per gender and group

NT-

group

gender

="

direction as the findings here: higher BRIEF score
and thus more executive functioning difficulties
were associated with lower lexical entrainment.

In other words, the results of the lexical entrain-
ment analysis conducted in this experiment thus
do not closely follow the predictions of any of the
major theories of entrainment. Rather, the findings
point towards a more nuanced and complex picture
of lexical entrainment, in which various social and
cognitive factors may influence the phenomenon.

6 Conclusion

The aim of this study was to investigate lexical en-
trainment on target words in children with and with-
out ASD during a semi-naturalistic, task-oriented
interaction that had less predictable turn-taking
than previous studies. Results of our analysis
suggest that some social factors such as age, and
some (socio-)cognitive factors such as IQ and ToM
score, do not significantly predict lexical entrain-
ment. On the contrary, other social and cognitive
factors, such as gender and executive functioning,
do significantly predict lexical entrainment: girls
show lower degrees of lexical entrainment on dis-
preferred terms than boys, and more executive func-
tioning challenges in every day life are associated
with decreased lexical entrainment. Moreover, the
number of times an adult used a dispreferred word

0
diff pref vs dispref child

significantly predicted a child’s entrainment on that
dispreferred word. Taken together, the results of
this study do not follow the predictions of any of
the major theories of entrainment, suggesting that
the phenomenon is complex and may be mediated
by a number of different mechanisms and factors
simultaneously.

Limitations

Dialogue was elicited using an experimental
paradigm that does not have structured, predictable
turn-taking. As with every decision made during
a research process, this had advantages and dis-
advantages. A disadvantage of this decision was
that we could not control the dialogue and thus
could not control how often the experimenter used
a dispreferred term. We tried to account for this
by including it as a fixed effect in the LMEM we
constructed, and found that this was indeed a signif-
icant predictor of entrainment. Importantly, we did
not investigate the order in which interlocutors said
dispreferred word: due to the unstructured nature
of the conversation, it is possible that sometimes, a
child referred to an object before the experimenter
had a chance to refer to it by its dispreferred term.
Future research may take a more qualitative ap-
proach, which could shed more light on the devel-
opment of lexical entrainment during the dialogue.
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Additionally, while our sample size was rela-
tively large, we used a large statistical model and
there is a chance our analysis was slightly under-
powered. However, recruiting larger groups of chil-
dren with ASD is extremely time- consuming and
requires an incredible amount of resources, so this
issue applies to many studies that aim to investigate
behaviours of this population. Nonetheless, future
studies may aim to implement different statistical
tests to mitigate this issue.
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arching research project in which this study was
embedded. Prior to the experiment, informed
consent was obtained from the parent(s) or care-
giver(s) of the participants. To compensate for their
time and participation, participants and their par-
ent(s)/caregiver(s) received gift vouchers.

It is crucial to exercise caution when making as-
sumptions about Theory of Mind (ToM) or social
impairments in disorders such as Autism Spectrum
Disorder (ASD). Traditionally, ASD has been asso-
ciated with ToM impairments and inherent social
deficits. However, recent empirical evidence chal-
lenges this assumption (e.g. Paynter et al., 2016;
Gernsbacher and Yergeau, 2019). Instead of per-
ceiving the communication, ToM, and social diffi-
culties of individuals with ASD as their inherent
deficits, it is proposed that these challenges arise
due to "neurotype mismatches" occurring during
interactions between individuals with ASD and neu-
rotypical (NT) individuals. Individuals with ASD
may not lack a theory of mind in general, but rather
struggle to understand the mind of NT individuals
specifically. Importantly, this perspective works
in both directions, as NT individuals also seem to
lack an understanding of the "autistic" mind (Shep-
pard et al., 2016; Heasman and Gillespie, 2018).
This conceptualization is known as the "double
empathy problem" (Milton, 2012), which is often
advocated for by individuals with ASD. Given that
most existing research on conversation coordina-
tion strategies of individuals with ASD has focused
on interactions with a neurotype mismatch, it is
crucial to consider this perspective.
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Abstract

Feedback utterances such as ‘yeah’, ‘mhm’,
and ‘okay’, convey different communicative
functions depending on their prosodic realiza-
tions, as well as the conversational context in
which they are produced. In this paper, we in-
vestigate the performance of different models
and features for classifying the communicative
function of short feedback tokens in American
English dialog. We experiment with a combina-
tion of lexical and prosodic features extracted
from the feedback utterance, as well as context
features from the preceding utterance of the in-
terlocutor. Given the limited amount of training
data, we explore the use of a pre-trained large
language model (GPT-3) to encode contextual
information, as well as SIimCSE sentence em-
beddings. The results show that good perfor-
mance can be achieved with only SimCSE and
lexical features, while the best performance is
achieved by solely fine-tuning GPT-3, even if it
does not have access to any prosodic features.

1 Introduction

In human-human conversations, short feedback to-
kens such as ‘mhm’, ‘yeah’, and ‘wow’ serve differ-
ent communicative functions. For example, ‘yeah’
can indicate a response to a question, express agree-
ment to an opinion, convey surprise, or simply sig-
nal that the interlocutor should continue speaking,
depending on the prosodic realization, as well as
the conversational context. The terms feedback and
backchannels are sometimes used interchangeably.
However, in this paper we use the term backchannel
to denote a specific type of feedback that signals
that the speaking partner should continue speaking.

There has been a lot of work on incorporating
user-generated or system-generated feedback in
dialog systems and human-robot interactions (Ax-
elsson et al., 2022). Most work on incorporating
feedback in dialog systems have focused on the tim-
ing of backchannels (Ward and Tsukahara, 2000;
Ruede et al., 2017, 2019; Morency et al., 2010;
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Adiba et al., 2021; Boudin et al., 2021; Ishii et al.,
2021). There has also been work on predicting
which type of backchannel or feedback to produce
(i.e., predicting what function the backchannel or
feedback should convey) (Kawahara et al., 2016;
Ortega et al., 2020; Adiba et al., 2021; Boudin
et al., 2021; Jang et al., 2021; Lala et al., 2022).
In this paper, we focus on the classification of the
communicative function of short feedback tokens
(i.e., assign the function of feedback), given their
lexical and prosodic form as well as the preceding
conversational context.

A model that automatically classifies the commu-
nicative function of feedback can be used for dif-
ferent purposes. When used offline, such a model
could be used to automatically annotate the func-
tions of feedback in a speech corpus. The annotated
feedback can then be used to, for example, gain
insights into human conversational behavior, or to
learn how to synthesize feedback with appropriate
prosody, given the feedback function. When used
online in a spoken dialog system, it could be used
to classify feedback coming from the user.

In this paper, we investigate the performance of
different models and features for classifying the
communicative function of short feedback tokens
in the Switchboard corpus (Godfrey et al., 1992).
We use our previously proposed annotation scheme
(Figueroa et al., 2022), consisting of 10 feedback
functions: continue, non-understanding, agree, dis-
agree, yes/no response, sympathy, mild/strong sur-
prise, and disapproval. For the classification task,
we use lexical and prosodic features from the short
feedback token, as well as contextual features from
the preceding utterance of the interlocutor. Since
the representation of dialog context is non-trivial,
especially considering the limited amount of anno-
tated data at our disposal, we also investigate the
use of probability distributions from a pre-trained
large language model (GPT-3) as input to a Support
Vector Machine (SVM) classifier, along with the
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previously mentioned features. To the best of our
knowledge, probability distributions from GPT-3
have not been used as an input to another machine
learning algorithm for this problem before.

2 Related Work

The classification of feedback functions is related
to the more general problem of Dialog Act classifi-
cation, where the goal is to identify the communica-
tive function of an utterance in dialog. However, in
most Dialog Act classification schemes, backchan-
nels are typically treated as a single dialog act cat-
egory and no fine-grained distinctions are made
(Stolcke et al., 2000; Dielmann and Renals, 2008;
Liu et al., 2017).

When it comes to the more specific problem of
classifying the communicative function of feed-
back, the only related work we are aware of are
Prévot et al. (2015), Neiberg et al. (2013), and
Gravano et al. (2007). Although Gravano et al.
(2007) do not specifically classify feedback, they
do classify affirmative words, which function as a
backchannel or acknowledgment/agreement. They
use JRIP, a machine learning algorithm to clas-
sify affirmative words using text-based, timing, and
acoustic-prosodic features from both the affirma-
tive words and context preceding and following
the affirmative words. While Neiberg et al. (2013)
do not propose a classifier for feedback functions,
they use semi-supervised annotations and prosodic
clustering to investigate how different prosodic real-
izations of feedback affect the function of feedback
tokens. In Prévot et al. (2015), feedback functions
are classified into two levels: base function, and
evaluation function, which respectively correspond
to generic and specific listener responses (Bave-
las et al., 2000). A Random forest classifier is
first used to classify feedback in the base level
into the following functions: contact, acknowledge-
ment, evaluation-base, answer, elicit or other. If
the feedback is classified into the evaluation-base
function, another Random forest classifier is used
to classify the feedback into the following func-
tions: approval, expectation, amusement, or con-
firmation/doubt. Lexical, acoustic, and position
information is used of the feedback. Bigrams and
the function of the context (the previous utterance)
are also used for the classification task.

Feedback Function Count GPT-3 prompt
label

(C) Continue 1024 Continuer

(U) Non-understanding 63 Misunderstand

(A) Agree 435 Agree

(D) Disagree 46 Disagree

(Y) Yes-response 56 Yes-answer

(N) No-response 114 No-answer

(S) Sympathy 82 Sympathy

(MS) Mild Surprise 103 Interest

(SS) Strong Surprise 191 Surprise

(Ds) Disapproval 65 Reproach

(O) Other 77 Other

Table 1: Feedback functions, count of manually anno-
tated data, and corresponding labels in GPT-3 prompt.

3 Communicative Functions of Feedback

A number of annotation schemes have been pro-
posed for annotating the communicative functions
of feedback (Allwood et al., 1992, 2007; Bunt,
2009; Buschmeier et al., 2011; Neiberg et al., 2013;
Prévot et al., 2015, 2016; Malisz et al., 2016;
Figueroa et al., 2022). As mentioned, feedback
can be categorized as having two communicative
functions: generic and specific (Bavelas et al.,
2000; Prévot et al., 2015, 2016; Ortega et al., 2020;
Boudin et al., 2021). Generic feedback can be
thought of as continuers; they encourage the in-
terlocutor to continue speaking (Schegloff, 1982).
Specific feedback can be thought of as assessments;
they are listener responses that depend on the con-
text of the interlocutor (Goodwin, 1986). The
DIT++ taxomony of dialogue acts also categorizes
feedback by two functions, allo-feedback and auto-
feedback which carry information about attention,
perception, interpretation, evaluation, and execu-
tion of the feedback.

Allwood et al. (1992) introduced four commu-
nicative functions of feedback:

* Contact: whether the interlocutor is willing
and able to continue the interaction

* Perception: whether the interlocutor is willing
and able to perceive the message

* Understanding: whether the interlocutor is
willing and able to understand the message

* Attitudinal reactions: whether the interlocutor
is willing and able to react and (adequately)
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respond to the message, specifically whether
he/she accepts or rejects it.

These four feedback functions are related to the
four levels of joint actions of an addressee proposed
by Clark (1994) which are important for establish-
ing common ground. The four feedback functions
introduced by Allwood et al. (1992) have inspired
many annotations schemes for annotating functions
of feedback (Allwood et al., 2007; Buschmeier
et al., 2011; Malisz et al., 2016; Neiberg et al.,
2013).

In this work, we use our previously proposed
annotation scheme (Figueroa et al., 2022), con-
sisting of 10 feedback functions: continue, non-
understanding, agree, disagree, yes/no response,
sympathy, mild/strong surprise, and disapproval.
The scheme also includes an Other category that is
used to capture lexical tokens that are not feedback
but share the same lexical form as feedback, for
example, discourse markers (‘okay, let’s begin’) or
literal uses (‘he was standing on the right’). The
feedback functions continue and understanding can
be thought of being in the contact, perception, or
understanding grounding level, whereas the other
feedback functions are on the attitudinal grounding
level.

4 Method

4.1 Corpus and feedback functions

We extracted short feedback tokens from the
Switchboard corpus (Godfrey et al., 1992), accord-
ing to the definition and selection criteria given by
Figueroa et al. (2022). Switchboard consists of
about 2,500 dyadic telephone calls between 500 na-
tive speakers of American English, recorded in two
separate channels and lasting about 3-10 minutes.
The corpus also contains transcriptions and word
level time-alignments.

In total, Switchboard contains 85,956 instances
of potential feedback tokens, according to the work-
ing definition in Figueroa et al. (2022). Note that
this definition is based on the lexical form of the
token, and thus may include instances which are
not in fact feedback, such as discourse markers.
Thus, we train our classifier to also classify such
instances as Other. From the full set, we compiled
a set of 2256 instances, which were manually anno-
tated with one of the 10 communicative functions
(plus Other), as identified in Figueroa et al. (2022),
by listening to them in context. Table 1 lists these
functions and their counts in our data set.

4.2 Feedback features

For the short feedback utterance, we use the lexical
token as well as its prosodic realization as features.

Lexical tokens (e.g. ‘yeah’, ‘wow’) and non-
lexical tokens (e.g. ‘mhm’, ‘hm’) were encoded
as one-hot encodings using the scikit-learn Python
library (Pedregosa et al., 2011).

Prosodic features — duration, mean pitch, pitch
slope, pitch range, and mean intensity — were ex-
tracted from the feedback instances. We used
Parselmouth (Jadoul et al., 2018) to extract pitch
(FO Hz) and intensity (dB) values. The pitch values
were first transformed to log scale and then z-score
normalized, intensity values were also z-score nor-
malized. The normalization was done per speaker,
where the mean and standard deviation for each
speaker were computed from their entire conversa-
tion. Pitch slope was calculated by subtracting the
mean of the z-score normalized pitch values of the
second half of the feedback from the mean of the
z-score normalized pitch values of the first half of
the feedback.

4.3 Context features

We also added contextual features from 4000 ms of
the interlocutor’s utterance preceding the feedback.
Previous work in feedback modeling have extracted
features from the context by either setting an arbi-
trary window length or number of words. We ex-
perimented with a window length of between 1500
- 4000 ms and found that 4000 ms often captured
full sentences. We decided to only use features
from the preceding utterance of the interlocutor
(and not any future context) in order to make the
model applicable for online classification.

Part-of-speech (POS) tags of the preceding ut-
terance were extracted using the spaCy Python li-
brary. From these, POS bigrams were created and
sorted by their term frequency-inverse document
frequency (TF-IDF), treating the 10 feedback func-
tions as documents and the POS bigrams as terms.
From this list, the top 30 bigrams were selected and
used as one-hot features.

Dialog Acts were automatically assigned to the
interlocutor’s utterance using DialogTag (Malik,
2020), a Python libary. We collapsed the fol-
lowing dialog tags into a single ‘Question’ tag:
“Yes-No-Question’, ‘Declarative Yes-No-Question’,
‘Rhetorical-Question’, ‘Wh-Question’, and ‘Tag-
Question’. The dialog tags were then one-hot en-
coded.
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Sentence Embedding of the previous utterance
was obtained using SimCSE (Gao et al., 2021),
which is an auto-encoding embedding technique
based on contrastive learning. During training,
SimCSE uses BERT encodings of the input and
then fine-tunes the parameters using the contrastive
learning objective which pushes together semanti-
cally similar pairs and pushes apart semantically
dissimilar pairs. We used the sup-simcse-bert-base-
uncased pre-trained model of SimCSE which is
readily available on Github (Gao et al., 2021).

44 GPT-3

As an alternative to the context features listed
above, we also explored the use of GPT-3 from
OpenAl (Brown et al., 2020) to encode the previous
utterance, as well as the lexical form of the feed-
back token. We tested three different approaches:
zero-short, few-shot, and fine-tuning.

For zero-shot classification, we provided GPT-3
with a prompt similar to the one shown in Table 2.
The prompt ends with the opening bracket at the
end, and GPT-3 is asked to predict the next token
(marked in bold). This is done using the davinci-
003 model. For few-shot classification, we pro-
vided an example of each function, with both the
dialog and the corresponding label, in addition to
the instructions.

The third approach is to fine-tune GPT-3. We
fine-tuned the davinci base model, since davinci-
003 is not available for fine-tuning. For fine-tuning,
there are no instructions or examples in the prompt;
the model is only given training examples, which
consist of input text (the preceding utterance and
the feedback token) and its associated output (the
function label).

Note that, in Table 2, the feedback function la-
bels in the GPT-3 prompt have been changed from
the ones listed in the first column of Table 1. Since
GPT-3 generates word pieces, we changed the feed-
back function labels in the prompt so that they
would not start with the same first letters. This
way, we can simply inspect the first generated word
piece from GPT-3 and map it to one of the func-
tions.

For zero-shot and few-shot classification, we
also explored if the prediction could be used as
an input feature to the feedback function classifier,
rather than using it directly. For this, we use the
probability distribution that GPT-3 outputs over
potential function labels (or rather their prefix).

GPT-3 Prompt

The following is a list of dialog acts and their
description in parentheses:

- Continuer (Backchannel)

- Misunderstand (Expressing non-understanding)
- Agree (Agreeing with a statement)

- Disagree (Disagreeing with a statement)

- Yes-answer (A positive answer to a

yes/no question)

- No-answer (A negative answer to a

yes/no question)

- Sympathy (Expressing empathy)

- Reproach (Expressing disapproval or disgust or
disappointment)

- Interest (Expressing interest)

- Surprise (Expressing surprise)

- Other (thinking or interrupting conversation)
The following is a dialog between two persons.
The dialog acts are written in brackets.

A: 1 was mowing the lawn yesterday

B: mhm [continuer]

Table 2: Prompt given to GPT-3.

From GPT-3, we can get the top five labels that
would have been generated by the language model
and their corresponding probabilities. For example,
given the feedback ‘yeah’, GPT-3 could predict the
following word pieces: ‘Ag’ 74%, ‘Contin’ 1.7%,
“Yes’ 21%, ‘agree’ 3%, and ‘yes’ 0.3%. From these
probabilities, we can create a vector where feed-
back function (A)gree is assigned 77%, (C)ontinue
1.7%, (Y)es-response 21.3%, and all other func-
tions plus the Other category are assigned 0%.
These probability distributions can then be used
as input features to the main function classifier.

For all GPT-3 models we use the follow-
ing settings: temperature=0, max_tokens=1, fre-
quency_penalty=0, presence_penalty=0.6, and log-
probs=5.

4.5 Function classifier

The task of the main classifier is to classify the
feedback function, given the features listed above.
As explained, GPT-3 can be used both as a main
classifier and as a method for encoding lexical and
contextual information, which can then be used
as input to another classifier. Since we did not
have a large data set to train a deep learning model,
we explored three machine learning models which
can handle small data sets (Forman and Cohen,
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2004): Support Vector Machine (SVM), Logistic
Regression, and Random Forest, using the classi-
fiers implemented in scikit-learn a Python library
(Pedregosa et al., 2011).

For the three classifiers, we set the parameter
class_weight as balanced. For the SVM classifier
we used a linear kernel, we also experimented with
radial basis function kernel but the linear kernel
gave the best results. For the Logistic Regression
classifier we set the max_iter to 200. For all other
parameters we used the default settings. In general,
we found that the SVM classifier performed the
best, and thus only report our results from the SVM
classifiers.

We experiment with different combinations of
input features and evaluate our SVM classifiers us-
ing 10-fold cross validation. In order to evaluate
the model performance, we use the F1-weighted
score. In the cases where we do not fine-tune GPT-
3 and use it directly as a classifier, we do not use
cross validation, but instead use our entire anno-
tated data.

5 Results

5.1 Classifier performance

Table 3 summarizes the F1-weighted scores of the
different models with different combinations of
input features. For comparison, we also report
the majority-class baseline, as well as the inter-
annotator agreement annotations from our previ-
ous work (Figueroa et al., 2022). Note that only
1124 feedback utterances were annotated for the
inter-annotator agreements. In cases where the an-
notators could not decide on a single function (e.g.
‘A/C’), we chose one of the functions randomly
while calculating the F1-weighted score. This pro-
cedure was averaged over 10 times.

When only lexical features are used (Model 1),
we get a fairly high F1-weighted score (0.63) which
outperforms the baseline. We used the majority-
class baseline which returns the frequent class label.
The prosodic features are not very informative, and
adding them to the lexical features do not improve
the performance further (Model 16).

Among the contextual features, SimCSE is
clearly the most informative (Model 7). Just using
GPT-3 as a zero-shot or few-shot classifier or as in-
put features does not appear to be very useful (Mod-
els 10,11,13,14), considering that it also encodes
lexical information about the feedback utterance;
the performance is on par with Model 1 which

Model #: Features F-score
1: Lexical 0.63
Prosody

2: Duration 0.10
3: Mean pitch 0.16
4: Pitch slope 0.24
5: Pitch range 0.18
6: Mean intensity 0.15
Context

7: SimCSE 0.32
8: Dialog act (DA) 0.14
9: Part-of-speech (POS) 0.09
GPT-3

10: Zero-shot majority* 0.61
11: Few-shot majority* 0.65
12: Fine-tuned* 0.80
13: Zero-shot as features (ZS) 0.61
14: Few-shot as features (FS) 0.63
Combinations

15: Prosody (all) 0.37
16: Lexical + Prosody (LexPro) 0.63
17: Lexical + GPT-3 (ZS) 0.68
18: Lexical + GPT-3 (FS) 0.69
19: Lexical + SimCSE 0.72
20: LexPro + SimCSE + DA + GPT-3 (FS) 0.76
Majority-class baseline 0.28
Inter-annotator agreement 0.74

Table 3: F1 weighted scores for different feature sets.
*Uses GPT-3 (and not SVM) as the main classifier.

only uses lexical features. There is also no signifi-
cant difference between using zero-shot or few-shot
(Model 13,14) (t(18) = 1.585; p = 0.13). Lexi-
cal features in combination with SimCSE, on the
other hand, do give a better performance: Model
19 performs as well as the inter-annotator agree-
ment score. Figure 1 shows the confusion matrix
of Model 19 trained on 1804 examples and evalu-
ated on a 452 test set. We can see that it performs
poorly on (D)isagree, (Ds) Disapproval, and (Y)es-
response. This poor performance could be due to
the few training examples.

To improve this score further, we need to add
prosodic features, the dialog act, and the GPT-3
distributions to the lexical and SimCSE features.
While Model 20 performs significantly better than
Model 19 (t(18) = 2.509; p = 0.02), the difference
is not very big, considering the much larger fea-
ture set. Figure 2 shows the confusion matrix of
Model 20 trained on the same 1804 examples and
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Figure 1: Confusion matrix for Model 19.
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Figure 2: Confusion matrix for Model 20.

evaluated on the same 452 test set. By adding the
prosodic features and the dialog act, we can see that
it improves the classification for (C)ontinue, (SS)
Strong Surprise, (MS) Mild Surprise, (D)isagree,
(U) Non-Understanding, and (Y)es-response.

The best performing model is the GPT-3 fine-
tuned classifier (Model 12), which performs sig-
nificantly better than Model 20 (t(18) =-2.803; p
= 0.01). Figure 3 shows the confusion matrix of
Model 12 trained on the 1804 examples and eval-
uated on the 452 test set. The GPT-3 fine-tuned
classifier improves the classification for (C) Con-
tinue, (SS) Strong Surprise, (O) Other, (U) Non-
understanding, (N)o-response, and (Y )es-response.

To conclude, models 12, 19, and 20 are all vi-
able classifiers for feedback functions, and they all
seem to perform on par with the inter-annotator
agreement. The choice of classifier depends on spe-
cific requirements, for example whether it should
be used offline or online, and whether access to
GPT-3 is available.
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Figure 3: Confusion matrix for Model 12.

5.2 Labeling the remaining Switchboard
corpus

Given that we now have working classifiers of feed-
back functions for Switchboard, we finally experi-
mented with applying one of them to the remaining
set of 83,700 potential feedback instances in the
Switchboard corpus, in order to study the general
distribution of the communicative functions. For
this, we used Model 19, as it has a low cost while
the performance is relatively good. The distribu-
tions are shown in Table 4 which include the dis-
tributions of the 2,256 manually annotated lexical
tokens and the 83,700 automatically annotated lex-
ical tokens. In total, there were 74,106 instances
of actual feedback (not Other), according to the
classifier. As can be seen, (C)ontinue and (A)gree
are the most frequent feedback functions.

5.3 Investigating sex differences

To illustrate how this classification can be used for
further analysis, we also broke down these num-
bers based on the sex of the listener (i.e., the in-
terlocutor producing the feedback), as provided in
the Switchboard corpus. This is shown in Table 4.
Note that in the metadata of Switchboard there are
only two options for sex, female and male. A chi-
square test revealed that sex influences the type of
feedback (x2(9) = 1165.71,p < .001). Analysis
of the standardized residuals (o« = 0.05) revealed
that there were significant differences in most feed-
back types, as indicated in Table 4. Perhaps most
notably, the use of (S)ympathy, and (SS) Strong
surprise is much more frequent for females than
males. To further investigate whether these effects
are also affected by the sex of the interlocutor re-
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Function Total Tot. % |F% M% |FF% FM % | MM % MF % | Ov %
(C) Continue 39499 51.8 542 48.8 | 547 53.6 48.4 49.3 453
(U) Non-understanding 342 0.45 0.34 0.58 | 0.31 0.39 0.56 0.60 26.9
(A) Agree 22809 29.9 26.3 343 | 263 263 353 33.2 45.3
(D) Disagree 986 1.29 1.12 151 | 096 1.32 1.56 1.44 36.0
(Y) Yes-response 4101 5.38 493 593 | 505 4.77 5.90 5.97 45.1
(N) No-response 787 1.03 1.02 1.05 | 096 1.08 0.90 1.24 34.6
(S) Sympathy 1775  2.33 319 1.25 | 329 3.06 1.01 1.55 46.7
(MS) Mild surprise 2325  3.05 3.03 3.07 | 282 331 3.01 3.13 37.7
(SS) Strong surprise 3023 3.96 5.03 2.64 | 481 531 2.62 2.66 41.8
(Ds) Disapproval 638 0.84 0.81 0.86 | 0.78 0.85 0.80 0.94 39.8
(O) Other 9671

Table 4: Distribution of manually annotated and automatically annotated tokens in the Switchboard corpus.
Distribution percentages are calculated excluding the Other category. Automatic annotations used Model 19.
F=Female, M=Male. FM = Female-to-Male feedback, etc. Bold numbers denote significant deviations from the

expected distribution (o« = 0.05). Ov=Overlap.

ceiving the feedback, we also split these numbers
based on the sex of both interlocutors, as can be
seen in Table 4. Chi-square tests revealed that there
was indeed such an effect, both when the feedback
was produced by males (x%(9) = 46.2,p < .001)
and females (x2(9) = 34.7,p < .05). For exam-
ple, in male-male conversations, there is less use of
(S)ympathy, compared to in male-female conversa-
tions.

Our analysis also shows that in general, females
produce 2.73 feedback tokens per minute, whereas
males produce 2.23 feedback tokens per minute.
Our findings only reflect observations in the Switch-
board corpus and therefore these findings may not
be generalizable to other corpora.

5.4 Analysis of overlap

Another example in which this classification can be
used is in analyzing whether certain feedback func-
tions overlap more or less with the speech of the
interlocutor. In order to determine whether a feed-
back was overlapping or not, we took the start time
of the feedback and searched for that timestamp
in the speech of the interlocutor, if that timestamp
occurred during or the start of the interlocutor’s
speech we assigned the feedback as overlapping.
If the start time of the feedback occurred during
the interlocutor’s silence or laughter we assigned
the feedback as not overlapping. The percentage of
overlap for each feedback type is shown in Table 4.

Using this method, we find that (U) Non-
understanding, (D)isagree, (N)o-response, (MS)
Mild Surprise, and (Ds) Disapproval tend to not
overlap as much with the interlocutor’s speech. Lis-

teners may wait to produce a feedback function (U)
Non-understanding until the end of the interlocu-
tor’s turn in order to first see if they can repair
their comprehension of what was said or being said.
Listener’s may also wait to produce feedback func-
tions with negative connotations such as (D)isagree,
(N)o-response, and (Ds) Disapproval, in order to
decide whether they should take the turn, or to
further respond to what the interlocutor has said.

We had expected feedback functions (C)ontinue,
(A)gree, (S)ympathy, (MS) Mild Surprise, and (SS)
Strong Surprise to overlap with the speech of the
interlocutor. However, we find that for (C)ontinue,
(A)gree, (S)ympathy, (SS) Stong Surprise, these
feedback functions almost equally overlap and not
overlap. Further analysis should be done to see if
the silences of the interlocutor’s are short breaths
or longer pauses. It would be interesting to do an
analysis similar to the one done by Goodwin (1986)
where they compared assessments and continuers.
They found that although assessments and contin-
uers share similar contexts (they are said during the
speech of the interlocutor), continuers bridge turn-
constructional units of the interlocutor, whereas
assessments do not interrupt the subsequent unit of
the interlocutor. This type of analysis which takes
into consideration conversational units of the inter-
locutor may give more insight into where exactly
these feedback functions occur within the inter-
locutor’s turn, as well as give information whether
the feedback functions which occur during the in-
terlocutor’s silences are between or within turn-
constructional units.
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6 Discussion

Although fine-tuning GPT-3 (Model 12) performs
the best, it may not be suitable for an online set-
ting or for annotating large corpora. This model is
dependent on OpenAl’s API which can have down-
time and using it can be costly. Model 19 (SimCSE
+ Lexical), which can fairly accurately predict feed-
back functions on par with human annotators, can
be an option for online settings or for annotating
large corpora.

The prosodic features performed poorly, and in
the end they did not contribute much to the best-
performing models. The best model, using a fine-
tuned GPT-3, did not use any prosodic features at
all. This is perhaps a bit surprising, since prosody
should help to disambiguate feedback tokens which
are not easily classifiable given only textual infor-
mation, such as ‘no’ when it is used as negative
agreement. On the other hand, it might be the
case that the preceding context contains redundant
information, and could for example help to dis-
ambiguate a question (preceding a No-response)
vs. a statement (preceding a Disapproval). In any
case, future work should explore better prosodic
features, using distributed, self-supervised speech
representations (Lin et al., 2023). It is also interest-
ing to note that discrete representations of dialog
context, such as Dialog Acts and Part-of-speech,
performed much more poorly than the distributed
representations (SimCSE).

One reason that the Dialog Acts may not have
performed well (Model 8) could be due to the pre-
ceding context being misclassified with the incor-
rect dialog act. Therefore, this is an error that was
propagated into the model. This propagation of
errors can also be said for the probability distribu-
tions by GPT-3 (Models 13, 14). For future work,
further analysis should be done on how these errors
affect the model.

There is also more experimentation that could
be done with GPT-3. Without fine-tuning, the prob-
ability distributions from zero-shot and few-shot
classifications did not perform better than the lexi-
cal one-hot encodings. Experimentation with dif-
ferent prompts could improve the GPT-3 features.
In future work, we would like to use a separate
training set to fine-tune the GPT-3 model so that
we can evaluate the probability distributions of the
fine-tuned model, and potentially combine them
with other features. One potential route could also
be to add prosodic information to the prompts by

discretizing them. For example, pitch slope could
be disctretized by describing it as flat, rising, or
falling.

Our classification models have only been trained
and evaluated with the Switchboard corpus, it
would be interesting to see how our best models
perform with other corpora, such as corpora where
the interlocutors are speaking face-to-face.

7 Conclusion

In this paper, we proposed different models
which can automatically classify 10 communicative
feedback functions: continue, non-understanding,
agree, disagree, yes/no response, sympathy,
mild/strong surprise, and disapproval. We experi-
mented with different combinations of lexical and
prosodic features from the feedback utterances, as
well as context features from the preceding utter-
ance of the interlocutor as input to a SVM classifier.
For contextual features, we investigated the use of
probability distributions from the predicted func-
tion labels from a zero-shot or few-shot GPT-3
classifier, as well as SImCSE sentence embeddings.
Finally, we also compared with a fine-tuned GPT-3
classifier.

Our experiments show that just using lexical fea-
tures and SimCSE gives a fairly good performance,
on par with inter-annotator agreement. While using
GPT-3 in a zero-shot or few-shot fashion does not
contribute much, a fine-tuned GPT-3 model outper-
forms all other models, even though no prosodic
information is used.

The automatic annotations of the communicative
functions of feedback in the Switchboard corpus
by Model 19 can be found in this repository:
https://github.com/carolfigPhD/Feedback Annotation
Scheme.

Limitations

We are aware that one limitation in terms of repro-
ducibility is that GPT-3 may not return the same la-
bels if the experiments were to be run again. More-
over, GPT-3 is like a black-box, when we fine-tune
the model we do not know what exactly is being
fine-tuned. Another limitation is accessibility, not
everyone will have access to GPT-3 which can be
costly and is dependent on the services of OpenAl.

We have also not examined if there are differ-
ences in feedback in face-to-face conversations
compared to telephone conversations. As men-
tioned, we have only trained and evaluated our

22

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



classifiers with the Switchboard corpus but have
not evaluated with a face-to-face corpus.

Acknowledgements

This work was funded by the European Union’s
Horizon 2020 research and innovation program
under the Marie Sktodowska Curie grant agreement
No 859588.

References

Amalia Istiglali Adiba, Takeshi Homma, and Toshinori
Miyoshi. 2021. Towards immediate backchannel gen-
eration using attention-based early prediction model.
In ICASSP 2021 - 2021 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing
(ICASSP), pages 7408-7412.

Jens Allwood, Loredana Cerrato, Kristiina Jokinen,
Costanza Navarretta, and Patrizia Paggio. 2007. The
MUMIN coding scheme for the annotation of feed-
back, turn management and sequencing phenomena.
Language Resources and Evaluation, 41(3):273-287.

Jens Allwood, Joakim Nivre, and Elisabeth Ahlsén.
1992. On the semantics and pragmatics of linguistic
feedback. Journal of semantics, 9(1):1-26.

Agnes Axelsson, Hendrik Buschmeier, and Gabriel
Skantze. 2022. Modeling feedback in interaction
with conversational agents—a review. Frontiers in
Computer Science, 4.

Janet B Bavelas, Linda Coates, and Trudy Johnson.
2000. Listeners as co-narrators. Journal of personal-
ity and social psychology, 79(6):941.

Auriane Boudin, Roxane Bertrand, Stéphane Rauzy, Ma-
galie Ochs, and Philippe Blache. 2021. A multimodal
model for predicting conversational feedbacks. In In-
ternational conference on text, speech, and dialogue,
pages 537-549. Springer.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, Sandhini Agarwal, Ariel Herbert-Voss,
Gretchen Krueger, Tom Henighan, Rewon Child,
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma-
teusz Litwin, Scott Gray, Benjamin Chess, Jack
Clark, Christopher Berner, Sam McCandlish, Alec
Radford, Ilya Sutskever, and Dario Amodei. 2020.
Language models are few-shot learners. In Ad-
vances in Neural Information Processing Systems,
volume 33, pages 1877-1901. Curran Associates,
Inc.

Harry Bunt. 2009. The DIT++ taxonomy for functional
dialogue markup. In AAMAS 2009 Workshop, To-
wards a Standard Markup Language for Embodied
Dialogue Acts, pages 13-24.

Hendrik Buschmeier, Zofia Malisz, Marcin Wtodarczak,
Stefan Kopp, and Petra Wagner. 2011. ‘are you sure
you’re paying attention?’ - ‘uh-huh’ communicating
understanding as a marker of attentiveness. In Proc.
Interspeech 2011, pages 2057-2060.

Herbert H Clark. 1994. Managing problems in speaking.
Speech communication, 15(3-4):243-250.

Alfred Dielmann and Steve Renals. 2008. Recogni-
tion of dialogue acts in multiparty meetings using a
switching dbn. IEEE transactions on audio, speech,
and language processing, 16(7):1303-1314.

Carol Figueroa, Adaeze Adigwe, Magalie Ochs, and
Gabriel Skantze. 2022. Annotation of communica-
tive functions of short feedback tokens in switch-
board. In Proceedings of the Thirteenth Language
Resources and Evaluation Conference, pages 1849—

1859.

George Forman and Ira Cohen. 2004. Learning from
little: Comparison of classifiers given little training.
In Knowledge Discovery in Databases: PKDD 2004:
8th European Conference on Principles and Practice
of Knowledge Discovery in Databases, Pisa, Italy,
September 20-24, 2004. Proceedings 8, pages 161—
172. Springer.

Tianyu Gao, Xingcheng Yao, and Dangi Chen. 2021.
SimCSE: Simple contrastive learning of sentence em-
beddings. In Proceedings of the 2021 Conference
on Empirical Methods in Natural Language Process-
ing, pages 6894—6910, Online and Punta Cana, Do-
minican Republic. Association for Computational
Linguistics.

John J Godfrey, Edward C Holliman, and Jane Mc-
Daniel. 1992. Switchboard: Telephone speech cor-
pus for research and development. In Acoustics,
Speech, and Signal Processing, IEEE International
Conference on, volume 1, pages 517-520. IEEE Com-
puter Society.

Charles Goodwin. 1986. Between and within: Alterna-

tive sequential treatments of continuers and assess-
ments. Human studies, 9(2):205-217.

Agustin Gravano, Stefan Benus, Julia Hirschberg, Shira
Mitchell, and Ilia Vovsha. 2007. Classification of
discourse functions of affirmative words in spoken
dialogue. In Proc. Interspeech 2007, pages 1613—
1616.

Ryo Ishii, Xutong Ren, Michal Muszynski, and Louis-
Philippe Morency. 2021. Multimodal and multitask
approach to listener’s backchannel prediction: Can
prediction of turn-changing and turn-management
willingness improve backchannel modeling? In Pro-
ceedings of the 21st ACM International Conference
on Intelligent Virtual Agents, pages 131-138.

Yannick Jadoul, Bill Thompson, and Bart De Boer. 2018.
Introducing parselmouth: A python interface to praat.
Journal of Phonetics, 71:1-15.

23

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



Jin Yea Jang, San Kim, Minyoung Jung, Saim Shin,
and Gahgene Gweon. 2021. Bpm_mt: Enhanced
backchannel prediction model using multi-task learn-
ing. In Proceedings of the 2021 Conference on Em-
pirical Methods in Natural Language Processing,
pages 3447-3452.

Tatsuya Kawahara, Takashi Yamaguchi, Koji Inoue, Kat-
suya Takanashi, and Nigel Ward. 2016. Prediction
and Generation of Backchannel Form for Attentive
Listening Systems. In Proc. Interspeech 2016, pages
2890-2894.

Divesh Lala, Koji Inoue, Tatsuya Kawahara, and Kei
Sawada. 2022. Backchannel generation model for a
third party listener agent. In Proceedings of the 10th
International Conference on Human-Agent Interac-

tion, pages 114-122.

Guan-Ting Lin, Chi-Luen Feng, Wei-Ping Huang, Yuan
Tseng, Tzu-Han Lin, Chen-An Li, Hung-yi Lee, and
Nigel G Ward. 2023. On the utility of self-supervised
models for prosody-related tasks. In 2022 IEEE Spo-
ken Language Technology Workshop (SLT), pages
1104-1111. IEEE.

Yang Liu, Kun Han, Zhao Tan, and Yun Lei. 2017. Us-
ing context information for dialog act classification
in dnn framework. In Proceedings of the 2017 Con-
ference on Empirical Methods in Natural Language
Processing, pages 2170-2178.

Bhavitvya Malik. 2020. Dialogtag.

Zofia Malisz, Marcin Wlodarczak, Hendrik Buschmeier,
Joanna Skubisz, Stefan Kopp, and Petra Wagner.
2016. The ALICO corpus: Analysing the ac-
tive listener. Language resources and evaluation,
50(2):411-442.

Louis-Philippe Morency, Iwan de Kok, and Jonathan
Gratch. 2010. A probabilistic multimodal approach
for predicting listener backchannels. Autonomous
agents and multi-agent systems, 20:70-84.

Daniel Neiberg, Giampiero Salvi, and Joakim Gustafson.
2013. Semi-supervised methods for exploring the
acoustics of simple productive feedback. Speech
Communication, 55(3):451-469.

Daniel Ortega, Chia-Yu Li, and Ngoc Thang Vu. 2020.
Oh, jeez! or uh-huh? a listener-aware backchannel
predictor on asr transcriptions. In ICASSP 2020-2020
IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pages 8064—-8068.
IEEE.

Fabian Pedregosa, Gaél Varoquaux, Alexandre Gram-
fort, Vincent Michel, Bertrand Thirion, Olivier Grisel,
Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vin-
cent Dubourg, et al. 2011. Scikit-learn: Machine
learning in python. the Journal of machine Learning
research, 12:2825-2830.

Laurent Prévot, Jan Gorisch, and Roxane Bertrand.
2016. A cup of cofee: A large collection of feedback
utterances provided with communicative function an-
notations. In Proceedings of the Tenth International
Conference on Language Resources and Evaluation
(LREC’16), pages 3180-3185.

Laurent Prévot, Jan Gorisch, and Sankar Mukherjee.
2015. Annotation and classification of french feed-
back communicative functions. In Proceedings of
the 29th Pacific Asia Conference on Language, Infor-
mation and Computation, pages 298-306.

Robin Ruede, Markus Miiller, Sebastian Stiiker, and
Alex Waibel. 2019. Yeah, right, uh-huh: a deep
learning backchannel predictor. In Advanced social
interaction with agents: Sth international workshop
on spoken dialog systems, pages 247-258. Springer.

Robin Ruede, Markus Miiller, Sebastian Stiiker, and
Alex Waibel. 2017. Enhancing Backchannel Predic-
tion Using Word Embeddings. In Proc. Interspeech
2017, pages 879-883.

Emanuel A Schegloff. 1982. Discourse as an interac-
tional achievement: Some uses of ‘uh huh’and other
things that come between sentences. Analyzing dis-
course: Text and talk, 71:93.

Andreas Stolcke, Klaus Ries, Noah Coccaro, Eliza-
beth Shriberg, Rebecca Bates, Daniel Jurafsky, Paul
Taylor, Rachel Martin, Carol Van Ess-Dykema, and
Marie Meteer. 2000. Dialogue act modeling for au-
tomatic tagging and recognition of conversational
speech. Computational linguistics, 26(3):339-373.

Nigel Ward and Wataru Tsukahara. 2000. Prosodic
features which cue back-channel responses in english
and japanese. Journal of pragmatics, 32(8):1177-
1207.

24

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



Grounding with particles

Ahmad Jabbar*
Stanford University
jabbar@stanford. edu

Abstract

We focus on a sui generis grounding move in
Hindi-Urdu dialogue, namely voh hi na. A
dataset consisting of minimal pairs of dialogues
is presented to get a better sense of the move.
Using dynamic models of discourse structure,
we propose a semantics for voh hi na in terms
of its update effects.

1 Introduction

Grounding moves are an important part of any
dialogue (Clark and Schaefer, 1989; Ginzburg,
1996). Inter alia, they are important for purposes
of coherence and cooperativity in dialogue. Re-
cent work has also shed light on their importance
for understanding clause-types per se (Farkas and
Bruce, 2010). Moreover, the recent past has seen a
boom in the literature on discourse particles (Rojas-
Esponda, 2014; Theiler, 2021; Yuan, 2020). Within
this boom, there has also been a focus on exploring
the rich ground for Hindi-Urdu discourse particles
(Brown, 2022; Deo, 2022, 2023b; Jabbar, f.c.).

We bring the two lines of work, grounding
moves and discourse particles, together to study
a sui generis grounding move in Hindi-Urdu, voh
hi na. What is noteworthy about this string is that it
has two discourse particles, hi and na appended to
a propositional anaphor voh.! Voh is a third-person
pronoun that can also function as a propositional
anaphor in dialogues.?

To give a sense for its use, which we make more
precise below, voh hi na is licensed only in contexts
where the interlocutor comes to see the speaker’s
point of view.

"Equal contribution.

'toh is another particle in Hindi-Urdu, and interestingly,
one can infix foh in voh hi na as in voh hi toh na to form
another felicitous string. For now, we focus on voh hi na and
add remarks about infixing toh in our conclusion below.

2See Bhatia and Bhatt (2023) for some data on this pro-
noun.

Veda Kanamarlapudi*
Stanford University
vedakan@stanford.edu

(D) A: The pizza’s stale.
B (stubbornly takes a bite): Yeah, it tastes
pretty bad.
A: Voh hi na.

In its above sense, voh hi na is similar to told you so.
That’s a good place to start, which we modify step-
by-step in light of the data we present here. We
proceed as follows: in §2, we make a few ground-
clearing remarks. In §3, we construct minimal
pairs of contexts and dialogues to see when it is
felicitous to use voh hi na. We propose a semantic
account in §4. Using the account, in §5, we explain
the data we present. In §6, we conclude.

Via this paper, we seek to contribute in the fol-
lowing ways to the literature. Although there’s a
lot of insightful work on discourse and question
particles in Hindi-Urdu, to our knowledge, there’s
not much work on the semantics and pragmatics
of Hindi-Urdu dialogue.® We motivate inquiry
into Hindi-Urdu dialogue by presenting a unique
grounding move. We also observe that the string
voh hi na is interesting in that two discourse parti-
cles hi and na contribute a compositional meaning.
This is noteworthy in light of the dearth of work
on discourse particles composition.* For this paper,
we only focus on the compositional meaning, with-
out breaking down the individual contributions of
the two particles.’

2 Preliminaries

Before we move on to our explicandum, we remark
briefly on grounding moves. The simplest way to
understand the nature of grounding, for the pur-
poses of this paper, is to note that assertions are

3For the polar question particle kya, see Bhatt and Dayal
(2020); Biezma et al. (2022).

*Zimmermann (2011)’s overview on discourse particles
includes discussion of some thorny issues surrounding scope
and composition.

The reader is directed to Bhatt (1994); Deo (2023a); Jab-
bar (f.c.) for more on these two particles.
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tentative; assertions are proposals to make some
content common ground. In this way, assertions are
subject to acceptance for their content to be made
common ground. With this notion of acceptance in
mind, one can understand a subclass of grounding
moves as moves in the discourse that accept and
thereby acknowledge assertions.® In this paper, we
focus on a member of this subclass of grounding
moves in Hindi-Urdu. Given this characterization,
we can say that A’s final move in (1) grounds B’s as-
sertion. Sure the content of the grounded assertion
becomes common ground, but we take it upon our-
selves to show that voh hi na does more than just
accepting the content of the grounded assertion.

We take voh hi na to be a grounding move be-
cause a speaker cannot use it, on its own, without
a prior utterance by an interlocutor. Simply, it can-
not be used as the first move in a discourse by a
speaker. Something ought to have come before it
which it grounds. Its uniqueness arises out of the
conditions of its felicitous use. Given that voh hi
na can only be used to ground, and never out of the
blue, and given that it is licensed under very spe-
cific conditions, we take that the unique grounding
update is conventionally encoded in the string as
its compositional meaning. Let’s take a closer look
at this string.

Voh is a third person pronoun, and translates to
that in English. Just like English that, voh can
also be used to form referring expressions that can
be used deictically to refer to salient individuals
in discourse.” However, in its referential uses in
Hindi-Urdu, voh cannot be appended with a se-
quence of particles as in voh hi na. In other words,
a speaker cannot point to a person X and say voh
hi na to refer to X. Voh hi na can be used felici-
tously only when voh is anaphoric on an antecedent
proposition, as can be noted in the dialogues we
present. That is why we call the voh in felicitous
voh hi na strings, propositional anaphor.

The above way of characterizing voh hi na is
helpful. We can break down the string into the the
antecedent proposition for voh, call it p for now,
and isolate the contribution of hi na as is standard
in the literature on discourse particles and clause-
types. To wit, hi na somehow relates p to the struc-
ture of the discourse or some (epistemic) states
or preferences of the participants (cf. Kaufmann

8See Clark and Schaefer (1989) for a hierarchy of ground-
ing moves.

"Complex demonstratives as in that man with the mustache
serve just this purpose. See King (2001) for an overview.

(2011); Condoravdi and Lauer (2012); Rett (2011)).
Therefore, we break down our inquiry into voh hi
na as consisting of the antecedent proposition for
voh, and the specific way the proposition is coher-
ent in the discourse. These coherence conditions
specify the felicitous distribution of voh hi na. In
future work, we intend to explore how hi and na
interact compositionally to yield the felicity con-
ditions we specify for voh hi na. In this paper, we
simply offer the felicity conditions.

Given that we have already broken down voh
hi na in noting that it consists of a propositional
anaphor and two discourse particles, we don’t
present glosses for our dialogues below. Instead,
for brevity’s sake, each of the dialogues consists of
English sentences. In all dialogues, the final move
is voh hi na, which we hold constant, varying only
in its felicity, across dialogues.

3 Dialogues and analysis

Our strategy in this section is to situate each di-
alogue in a context. Each context specifies the
information states of the discourse participants and
other related facts. While dialogues are numbered
as usual, contexts are given names for ease of recall
later. First, consider (2) in STROLL 1 and (3) in
STROLL 2.

[STROLL 1]: A and B are in Manchester, and it
has been rainy for the past few days. It’s a new day
now. B puts on her jacket to prepare for taking a
stroll, when A expresses his suspicion that it may
be raining.

2) A: You’re being optimistic. It’s probably
raining outside.
B (checks the weather app): Yeah, there’s a
100% chance of rain.
A: Voh hi na.

[STROLL 2]: A and B are in Manchester, and it
has been rainy for the past few days. It’s a new
day now. A and B are excited to take a pre-planned
stroll outside. As a last minute consideration before
leaving, B checks the weather app.

3) B (checks the weather app): Oh, there’s a
100% chance of rain.
A: # Voh hi na.

The minimal pair of dialogues above helps bring
out the following point: to be able to felicitously
use voh hi na to ground an utterance u, the speaker
had to have made a prior commitment ¢ in the dis-
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course. Moreover, ¢ must occur prior to u and the
content of v must verify or validate ¢ somehow.
Here, we use the notions verification and valida-
tion pre-theoretically; we make them precise below.
Then, with a notion of validation, yet to be made
precise, we can state an observation below.

4) Observation 1: The speaker who grounds
u with voh hi na ought to have made a prior
commitment that the interlocutor validates
with u.

In the same vein, consider another context.®
[VEGAN]: A and B are discussing whether there
are good restaurants on campus. A is vegan, while
B is not. They have the following exchange:

&) A: I haven’t had any good food from a
restaurant here on campus yet.
B: The restaurant in the south end has really
nice burgers ... oh, wait, but you’re vegan.
You can’t go there.
A: Voh hi na.

A’s use of voh hi na above is felicitous. However,
the use would have been infelicitous had A not
been vegan, and had B’s recommendation for the
south end restaurant been helpful for A. Note that
this recommendation by B is presented primarily
to guide A’s future actions. This recommendation
would have been effective, according to B, had A
not been vegan.

[NOT VEGAN]: A and B are discussing whether
there are good restaurants on campus. Neither A
nor B is vegan. They have the following exchange:

6) A: I haven’t had any good food from a
restaurant here on campus yet.
B: The restaurant in the south end has really
nice burgers.
A: # Voh hi na.

Now, knowing about the south end restaurant can
influence A’s actions in the following way. After
coming to know that there’s a nice burger place
in the south end, A might not consider eating on
campus to be as sub-optimal as A was considering
it prior to knowing about the burger place. It’s also
quite possible that A may still consider eating on
campus to be as sub-optimal after coming to know

8For the following pair, for ease, we assume that it’s com-
mon ground between A and B that none of the places on
campus serve vegan burgers.

about the restaurant. However, if B knows that the
recommendation for the south-end restaurant is fu-
tile, B wouldn’t offer it—or so A thinks. According
to A, what drives B to offer the recommendation
is the following open possibility: that in light of
B’s contribution, A might come to consider eating
on campus to be not as sub-optimal. From A’s per-
spective, that’s exactly what motivates B to make
that specific contribution in the first place. In VE-
GAN however, B comes to recall that A is vegan.
This knowledge makes B no longer believe that the
south end restaurant has nice burgers would make
A change A’s preference about eating on campus.
As the proposition that A is vegan is specifically
stated by B, A is privy to B’s mental state that
B’s prior contribution the south-end restaurant has
really nice burgers preserve A’s preferences over
the set of actions, as A is vegan. The minimal dif-
ference in the two contexts again brings out the
difference in the felicity of voh hi na. What obser-
vation can we distill here?

From STROLL 1 and 2, we were able to under-
stand that to felicitously ground with voh hi na,
the speaker ought to have made a prior commit-
ment that the utterance preceding the grounding
somehow verifies.” Let the content of the inter-
locutor’s utterance be p. In light of (5) and (6), we
observe that the speaker should have the following
belief about p: that the interlocutor thinks that up-
dating the speaker information state with p does
not change the speaker ranking for a salient set of
alternative actions. Using this condition, we can
understand the notion of verification, introduced
above, precisely. What is verified or validated is
then the speaker ranking for a set of alternative
actions. We note this as observation 2 below and
refer to it as rank preservation alternatively.

@) Observation 2/Rank-preservation: The
speaker thinks that according to the inter-
locutor, the speaker ranking for a salient set
of alternative actions does not change once
the antecedent proposition for voh as in voh
hi na is made common ground.

Note that (7) involves reasoning about the inter-
locutor’s mental state. This mental state is about
a set of alternative actions .4, a proposition p, and
the speaker preferences over A in light of p. Such

°All throughout the paper, by speaker, we mean the
speaker of voh hi na, and by interlocutor, the participant
whose move gets grounded by voh hi na.
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reasoning about other’s mental states is crucial in
dialogue; not only for the purposes of fully un-
derstanding each other (van Rooij, 2003; Gunlog-
son, 2008; Goodman and Frank, 2016), but also
for grounding each other’s assertions in dialogue
(Benz, 2006; Stone and Lascarides, 2010). For
building intuition for such reasoning, note that a
speaker may assert that there’s a strike only if the
speaker thinks that the interlocutor doesn’t know
that there’s a strike. Reasoning about each other’s
information states guides the sort of contributions
speakers make. We can build intuition even for (7).

Let’s say there’s a speaker preference between
a and —a. There’s an interlocutor belief about that
speaker preference. In light of the contribution
that the interlocutor makes, the speaker can reason
about the interlocutor’s mental state. The interlocu-
tor may come to believe that the speaker preference
does not change in light of their contribution. When
the speaker thinks that the interlocutor comes to
believe that the speaker preference does not change,
voh hi na is felicitous to ground the interlocutor
contribution. That’s the idea we work with for now,
until we make it precise in §4.

Further, we can separate two things in (7). Al-
though it is the ranking as done by the speaker of
voh hi na, i.e. A in our examples, that remains
unchanged according to B, the agent whose ac-
tions get ranked by A’s preferences need not be the
speaker. This is especially vivid in the STROLL
minimal pair, where the relevant agent is not (just)
the speaker. It is both A and B who deliberate over
taking a stroll in STROLL. In VEGAN, it is just A
who deliberates over a set of actions. Let’s capture
this in the observation below.

(8) Observation 3: The agent x to whom the
action set is relativized, as in A, is contex-

tually determined.

The contextual determination of the agent is not sur-
prising, as the relevant set of actions is contextually
determined too.

Although we present our account more fully in
§4, another clarificatory remark is in order. Fol-
lowing Kolodny and MacFarlane (2010)’s remark
“For in addition to talking of what agents ought
to do, we talk of what thinkers ought to believe"
(Kolodny and MacFarlane, 2010, page 132), we
take believing to be an action t0o.!° In other words,

10Also see McCready (2008)’s interplay between actions
and beliefs within an information state.

we construe action broadly so as to include doxas-
tic actions. How does this help? Both of the above
contexts were set such that there was a salient ac-
tion available to at least one discourse agent. Below,
we construct a context where an agent is divided
on what to believe.

[RAIN]: A and B are talking about how it rains so
much in San Francisco. B is under the impression
that it’s not raining today. But, it has rained all
days of the week, including today. The following
exchange occurs.

9) A It has rained all week.

B: Oh, but it’s not raining today. (Takes
a peek out of the window.) Oh wait, it is
raining.

A: Voh hi na.

Now, RAIN is set such that there’s no salient action
apart from believing or not that it is raining, and A
and B are deciding between that. Therefore, what
unites all of the contexts so far is rank-preservation
over a set of actions, where the conception of action
includes doxastic actions too.

The contexts so far might give the following
impression: that the interlocutor has to update their
belief state to align with the speaker’s; and that
this alignment makes it felicitous for the speaker to
ground the interlocutor’s discourse move with voh
hi na. This generalization doesn’t hold, and baking
this into the semantics for voh hi na would under-
specify its felicitous uses. Consider the context
below.

[HIKE]: It’s raining very heavily. A had planned
to go on the hike, but now A is put off by the rain.
The following exchange occurs between A and B.

(10) A: I don’t think I’ll go to the hike.
B: The trail must be very slippery too to-
day.

A (glumly): Voh hi na.

B doesn’t come to update their belief state or pref-
erence for an action. All that occurs is that B says
something that validates A’s preference for not go-
ing to the hike.

Moreover, in (10), A has no credence or degree
of positive belief in the proposition that the trail is
very slippery. A has a preference for an action, and
the proposition that the trail must be very slippery
preserves A’s preference for not going to the hike.
The important thing to note is that we cannot make
a generalization about speaker’s prior belief about
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p, where p is the proposition which the speaker
grounds with voh hi na. Prior to interlocutor’s
assertion of p, the speaker may have a belief w.r.t.
p or may be agnostic. Voh hi na’s felicity doesn’t
co-vary with a prior belief w.r.t p.

The above contexts may give the impression that
the speaker who grounds a discourse move with
voh hi na ought to have ranked the set of available
actions such that a unique action among the set
comes out to be preferred. However, it is quite
possible that the current information state of the
speaker doesn’t break the tie between two alterna-
tive actions in the action set. Consider the follow-
ing context and dialogue.

[PROPOSAL]: A and B are friends, and A is dating
Mohan since a year now. A thinks that Mohan will
propose to her, but A is divided between whether
she should say yes or not. Mohan is loving towards
A, which A loves, but Mohan is rude towards work
staff, which A hates. A expresses this problem to
B, and continues by saying,

(11) A: I’'m really not sure about Mohan.

B: I get you! He is such a loving guy, but
he comes off as super arrogant occasion-
ally. Now, how does one decide?

A: Voh hi na.

In the above context, A hasn’t made up her mind
about Mohan. More specifically, A hasn’t made
up her mind as to whether she should accept Mo-
han’s proposal or not. It is this indecision that she
expresses to B. B’s utterance only confirms A’s
state of indecision. While in contexts like VEGAN,
and RAIN, B’s assertion confirmed A’s preference
for an action, in PROPOSAL, B’s assertion con-
firms the lack of preference. This illustrates the im-
portance of the way we defined rank-preservation
above.

In defining rank-preservation, we said that the
speaker ranking for a salient set of alternative ac-
tions does not change once the content of the utter-
ance preceding voh hi na is made common ground.
Now the speaker ranking may be such that two ac-
tions acquire the same order in the ranking. This
insight informs our formalization, as we would not
always want the action set to be strictly ordered.
(12) Observation 4: The contextually deter-
mined set of actions need not be strictly
ordered for voh hi na to be used felici-
tously.

With all of the above contexts in mind, it may start
seeming as if all that voh hi na grounds is agree-
ment by the interlocutor. In other words, one can
propose that voh hi na is felicitous to use only
if the prior move expresses agreement with what
the speaker of voh hi na had said earlier in the
discourse. First, such an account would need to
employ a rather broad notion of agreement. In (10),
B simply adds new information to the common
ground, i.e., the trail must be very slippery. This
is not how we canonically understand agreement.
This can also be noted with other contexts like
VEGAN. If such moves by the interlocutor are con-
strued as agreement, they certainly don’t target the
content of the preceding utterance. For instance,
in (10), B, in noting the slipperiness of the trail,
doesn’t explicitly target the content of I don’t think
I’ll go to the hike. In addition, we can construct
a dialogue where the interlocutor agrees with the
content of what the speaker utters earlier, but to
ground with voh hi na turns out to be infelicitous.

[WEATHER]: A and B are talking about the
weather in San Francisco.

(13) A: The weather here is terrible.
B: I agree!

A: # Voh hi na.

The infelicity of voh hi na in (13) illustrates that
its felicity conditions cannot be defined by the fol-
lowing requirement only: that the move it grounds
expresses agreement with what the speaker of voh
hi na had said earlier. It may be that the content
of the move by B that voh hi na grounds ought to
be consistent with what A had said earlier in the
discourse. However, that is exactly what we have
been trying to work towards: a clear and precise
understanding of the way in which the prior move
is consistent with speaker commitments or prefer-
ences that the speaker makes public. To that end,
we provide our semantic account below.

4 The semantic account

4.1 Nuts and bolts

In the previous section, we noted multiple things
along the way in light of the contexts. However,
we did not list all of them as observations as in
observations 1-4. For instance, in light of HIKE
and (10), we observed that the interlocutor whose
move gets grounded by voh hi na need not have
updated their belief state. Moreover, due to (10),
we also noted that the speaker who grounds with
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voh hi na need not have a prior degree of positive
belief in the proposition that is grounded. The
reason for making these notes along the way was to
merely point out that these features of the dialogues
are orthogonal to the felicitous use of voh hi na as
a grounding move. Therefore, we didn’t highlight
these as observations, unlike observations 1-4.
We use observations 1-4 to build our semantic
account for voh hi na. First, we must get a better
understanding of how the four observations are
dialectically related to each other. An informal
account will fall out of this understanding.
Observation 1 tells us that the speaker of voh hi
na ought to have made a prior commitment that
gets validated by the interlocutor. As is obvious,
the notion of prior commitment is underspecified,
and the notion of validation is not defined. To
specify these two notions in a precise manner, we
introduce the notion of an action set. Here, we
specify the properties of the action set explicitly.

(14) An action set .4 has the following proper-

ties:

a. Ais the set of alternative actions.

b. Ais relativized to an agent z, as in
Az

c. The order on .A may be weak.

d. A can include doxastic actions.

The condition of alternative-hood makes A such
that, for ease, one can divide up the action space to
include two mutually exclusive actions, along with
(an optional) third catch-all OTHER category.!'!
This can especially help in formalization. Sec-
ondly, the agent-relativization is contextually deter-
mined. While in VEGAN, A is relativized only to
A, in STROLL, A is relativized to both A and B.'
Here, we don’t probe the mechanisms of context-
sensitivity involved in determining .4. We make
the simplifying assumption that a context and a di-
alogue will provide such a salient .4, which will be
relativized to an agent. This assumption relies on
the dialogue agents’ ability to infer such a set. If
such an inference is not made and an action set isn’t
available, our theory predicts that voh hi na cannot

"This is indeed what Cariani (2013) does. For the most
part, we ignore the OTHER.

2There’s a wide variety of context-sensitive expressions in
language (Kaplan, 1979; Lewis, 1981; Kratzer, 1981; Laser-
sohn, 2005; Stephenson, 2007; MacFarlane, 2014; Jabbar,
2021). Moreover, there’s recent work that aims to specify
more quantitatively effects of context-dependence for seman-
tic interpretation and pragmatic inference (Beddor and Egan,
2018; Kursat and Degen, 2020)

be used as a grounding move. Further, we note
that the order on .A may be weak. This amounts
to the feature that an agent can have an absence of
preference for two actions in the set. This is illus-
trated nicely in PROPOSAL/(11). And lastly, we
construed action to include doxastic actions too.

Note that Observation 3 and 4 fall out of making
the notion of action set precise, as in (14-b) and
(14-c). Moreover, in §3, Observation 2 was pre-
sented as a precisification of Observation 1. In turn,
Observation 2 makes reference to .4 and Observa-
tion 3 and 4 define features of .A. That’s how all of
the observations are dialectically related. Here, we
transmute Observation 2 to a semantic account of
voh hi na.

(15) Statement: A speaker s can felicitously
ground u, as said by an interlocutor, with
voh hi na only if, given a contextually de-
termined A, (i) the speaker ranking < over
A is public; (ii) s thinks that, according
to the interlocutor, < remains unchanged
when [u] is made common ground.!?

There are many things to be made precise here.
First, we need a notion of publicity of preferences.
Second, although we talked about how the dis-
course participants can reason about each other’s
information states, we face the challenge of imple-
menting this formally. And thirdly, we haven’t said
anything about what it means for the ranking to
be unchanged. We take on these tasks in the next
section and present a formal model.

4.2 The formal model

We use Cariani (2013)’s influential work on de-
ontic modals to couch our account above in an
intensional semantics framework.'* We construe
action-types as sets of worlds. More specifically,
we can think of actions as functions from agents
to sets of worlds. For instance, A’s going to the
hike can be modeled as the action type going to the
hike taking A as an argument and yielding the set
of worlds where A goes to the hike. As at a given
time, an agent can either go to the hike or not, the
set of alternative actions specifies a partition over
the logical space. This partition divides the logical
space such that worlds w and v occupy the same
cell in the partition if and only if the agent performs
that same action in w and v. Before things start to

Y For any utterance u, we take [u] to be its content.
" Cariani in turn cites Belnap et al. (2001) as inspiration.
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get any more wordy, let’s start formalizing.

Where W is the set of all worlds and I'W is an
equivalence class over W, we can define the set O,
for an agent x as the following equivalence class
using an action set A:

(16) Oy =TWsit. fory e 'W, w € v and
v e yiffw € a(z) and v € a(z), where

ac A

In words and more simply, O, is the appropri-
ate equivalence class over worlds as specified by
action-types taking agents to propositions, where
action-types are provided by a contextually deter-
mined action-set.

We can certainly rank worlds in the Kratzerian
(Kratzer, 1981, 2012) fashion by ordering sources.
However, given that voh hi na’s felicity tracks pref-
erence over a set of actions, following Cariani, we
rank the cells of O,. More importantly, we let
this ranking be provided by the preferences of the
speaker of voh hi na (A in our dialogues). This
is what we have been calling speaker-ranking all
along. We can state this more explicitly below.

17 < is the ordering over O

We can relativize < to an agent x as in <, to rep-
resent z’s preferences over O. In addition to <, O
can be relativized to an agent too. However, our
model only bakes in relativization of < to specific
agents. Although O will be relativized to (a group
of) agents too, who these agents are will be contex-
tually determined. In VEGAN, it is the speaker. In
STROLL, it is both the speaker and the interlocutor.
This relativization will be contextually determined.

Below, we can show how preferences over an
action-set can be lifted to preferences over a parti-
tion O. In (19), we also define the identity relation
for preferences, which we use later.

(18) Foro,7 € O, 0 <, 7iff x prefers a; over
az and a1 (z) = o and ag(z) = 7
(19) <1==<9 iff for 0,7 € O,0 <1 7 and

o <9T

Moreover, following work in discourse structure
and dynamic semantics, we take each discourse
participant to be associated with an information
state.!> Discourse moves can be analyzed by their

5Stalnaker (1978) first models the effect on an assertion
as an intersective update on the context set. We use just that
notion of update and remain agnostic about the sense in which

effects on information states. Where p is a proposi-
tion and s an information state, we denote update
by the following notation:

20)  s[p]

The dynamic effect of such an update can be mod-
eled as:

21 slpl ={w € s | p(w) =1}

We can take < to be sensitive to s,, x’s informa-
tion state. This sensitivity can be denoted by < .
The thought behind this sensitivity is simple; your
preferences are determined by what you think the
world is like. If you believe that it is raining, you
may bring your umbrella with you. Moreover, in
§3, we noted that participants reason about each
other’s mental states in dialogue. Specifically, (ii)
in (15) states that the speaker thinks that, according
to the interlocutor, the speaker preference remains
unchanged. To be able to implement such reason-
ing about mental states, we introduce the interlocu-
tor’s construction of the speaker information state.
While for the speaker =, we denote x’s state by sy,
the interlocutor’s construction of it is denoted by
st. st will not always be an accurate construction
of s;.

Preferences aren’t just sensitive to information
states, but crucially to subjects too, as we noted in
our discussion of (17). For modeling purposes, one
might suggest that preferences come out to be sen-
sitive to subjects by way of being sensitive to their
information states. However, such a trickle-down
is not ideal. Why not? Given the interlocutor’s con-
struction of a speaker’s information state s%, we are
left with the choice of whether the relativization
to the subject should trickle down from s, to i or
x. We see no prima facie reason for trickle-down
to ¢ over z, or vice versa. Therefore, for modeling
purposes, we let < be sensitive to two parameters:
an information state and a subject. For instance,
~az,si denotes x’s preferences given ’s construc-
tion of x’s information state. This is to model x’s
preferences from the interlocutor’s perspective. To
illustrate with an example, it’s quite possible that
B doesn’t know that A is vegan. In such a scenario,
B may think that there’s a really nice burger-place
in the south end of campus is such that once A’s
information state updated with its content, A would
want to eat on campus. This is a case where the
agent for the O is A. < 4 over O 4 is also sensitive

it is dynamic (Rothschild and Yalcin, 2016).
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to A in modeling A’s ranking over O 4. Moreover
< here is sensitive to B’s construction of A’s infor-
mation state, which is inaccurate in not taking into
account that A is vegan, which is a crucial piece of
information for A that determines < 4.

In addition to individual information states,
there’s a scoreboard that all discourse participants
contribute to. More theoretically, this is termed the
common ground, call it cg for short. cg simply con-
tains all of the propositions that are public knowl-
edge.'® Stalnaker’s formalization of cg, the context
set, is achieved by set intersection of all of the
propositions in cg. We introduce cg to model the
publicity of speaker preference in discourse. We
noted this as a requirement for the felicity of voh
hi na in (15). As we know from Stalnaker (1978),
when a proposition p gets added to cg, more than
p is added to cg, including the proposition that p
has been added to cg. Similarly, we can let the fol-
lowing be a proposition: that = has the preference
=u,s, Over a set of actions \A. This proposition is
separate from the preference itself. If this propo-
sition is cg, then we can say that x’s preferences
w.r.t. A are public. More explicitly:

(22) x’s preferences w.r.t. A are public iff the
proposition that x’s preferences over A are
provided by the order <; s, is common

ground.

The above way of modeling the preference be-
ing public helps to keep the model simple. Note
that while it may be public that x’s preferences are
provided by < s, the information state s may still
be private to x. You can refrain from eating meat
due to your belief that the meat is contaminated; let
it be public that you don’t want to eat meat, while
keeping private your belief about its contamination.

If we take [u], the content of the utterance w that
voh hi na grounds, to be the antecedent for voh,
we can take &i na to be operating on [u]. Where
p = [u], = and i are the speaker and interlocutor
respectively, and O is formed via a contextually
supplied A,

(23) voh hi na can felicitously ground u only

if for <5 5, and <, i over O, z believes
that!”

18To define and even understand common ground is not an
easy task. See Lederman (2018) for why the classical ways of
understanding common ground may be inaccurate.

""We add x believes that because it is  who reasons about
the interlocutor’s contribution and grounds it.

a. =g, 1S public
b <o == sifp)

First, note crucially that in (23), both (23-a) and
(23-b) are stated in the scope of what = believes.
Therefore (23) boils down to the following: (i)
the speaker believing that for a salient action, the
speaker’s preferences w.r.t. it are public; (ii) the
speaker believing that the speaker ranking over
the action set, given what the speaker knows, is
the same as the speaker ranking over the salient
action set given what the interlocutor thinks the
speaker knows once updated with the interlocu-
tor’s contribution. Let’s understand (23) even more
vividly. Using the two conditions in (23), we walk
the reader through two full calculations below.

5 Explaining voh hi na

Given that in all our dialogues, A grounds with
voh hi na and B is the interlocutor, we use s4 to
denote the speaker information state and s% for
the interlocutor’s construction of s 4. Now, we can
use our model above to explain the dialogues we
presented in §3. First, we take STROLL 1 and 2. In
STROLL 1, use of voh hi na is felicitous, while in
STROLL 2, it isn’t. In STROLL 1, A’s preference
for believing that it’s raining is made public by
A’s utterance You're being optimistic. It’s probably
raining outside. In STROLL 2, there’s nothing as
such made public. Our account, more specifically
(23-a), explains this distribution. Now, the differ-
ence in voh hi na’s felicitous use in VEGAN and
NOT VEGAN can be explained using (23-b). Let’s
walk through this calculation carefully.

(24) a. The contextually salient action-set is

{eat on campus, not eat on campus}.'®

b. Both VEGAN and NOT VEGAN are
set such that not eating on campus
< A,s4 eating on campus. This means
that A ranks not eating on campus
higher than eating on campus.

c. In NOT VEGAN, B asserts that
there’s a really nice burger place in
the south end. Call this proposition
nice burger.

d. Once sf—what the interlocutor
thinks the speaker information state

18 Alternatively, we can say that the action set in VEGAN
and NOT VEGAN contains believing that there’s no good
food on campus and believing that there is good food on

campus. Every set containing actions can be reduced to a a set
containing doxastic actions.
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is—is updated with nice burger,
< A,Sf‘;—the speaker ranking, given

sﬁ , for what the speaker does—is
such that eating on campus <, $B
not eating on campus.
We note in §3 that this action-guiding
potential of nice burger is what
serves as motivation for B to assert
nice burger.

e. Given (24-b), (24-d), and the identity
conditions for any two < (cf. (19)),

<454 F '<A,s§[nice burger]

Via (24-e), we witness a direct violation of one
of the conditions for felicitous use of voh hi na,
as outlined in (23-b). Thus, our account correctly
predicts that voh hi na’s use to ground nice burger
would be infelicitous in NOT VEGAN. We get
the same calculation for RAIN, HIKE, and PRO-
POSAL. In RAIN, the preference for believing that
it is raining is reified. In HIKE, the preference for
not going to the hike is preserved. In PROPOSAL,
the state of indecision survives a tie. Each of these
contexts differs from each other in some way. Then,
(23)’s ability to explain these contexts at least sug-
gests that our model specifies felicitous uses of voh
hi na at the right amount of fit.

6 Conclusion

In this paper, we have presented one way of think-
ing about a grounding move. Our inquiry was
guided by the following observations. There’s an
utterance that ought to have been made prior to
voh hi na. voh hi na itself involves a pronoun voh.
We made the safest assumption that the proposition
expressed by the prior utterance serves as the an-
tecedent proposition for voh. This led us to analyze
the two appended particles in a non-compositional
way where we understood the contribution of hi na
as establishing a relation between the antecedent
proposition and a feature of the discourse structure.
Given that we didn’t decompose ki na, our account
comes out to be partly compositional. Although the
current account explains the data presented, a more
complete account will seek to derive the meaning
contribution of (23) entirely compositionally. This
will give us a nice insight into how meanings of
multiple discourse particles can compose with each
other. Such a line of inquiry is exciting also be-
cause we can infix another particle foh to form voh
hi toh na. It would be interesting to see if the fe-

licitous distributions of voh hi na and voh hi toh
na vary, which can help us understand discourse
particles better, especially the infixed roh. Ideally, a
compositional account for voh hi na would propose
individual meanings for particles that don’t diverge
too much from the ones proposed in the literature
already. In the other direction, semantic accounts
of particles in the literature can be tested against
their ability to derive the felicitous distribution of
voh hi na. On the theoretical side, our paper adds
to the body of work on linguistic expressions that
are sensitive to decision-problems in context. In
this vein, our work is most comparable to Davis
(2009)’s work on the Japanese discourse particle

yo.
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Abstract

Contributing to the research on social design of
explainable Al, we studied 51 German dyadic
explanations to reveal how an explanation pro-
cess is unfolding and to what extend both, the
explainer (EX) and the explainee (EE) are con-
tributing to the content. In this paper, we ex-
ploratively examine semantic dialogue patterns
of semi-naturally and spontaneously occurring
explanations of the game Quarto, which are —
compared to an expert explanation — less re-
strictive. We apply the notion of explanation
nodes to identify explanation blocks as well as
their order that constitute the internal structure
of these explanations. In particular, we analyse
which information is covered by an explana-
tion dialogue in terms of both, coverage and
frequency. Our results reveal the engagement
of both interlocutors and provide a basis for
the study of adaptivity in explanations and its
realisation in dialogue systems.

1 Introduction

Explanations provide an interesting case for the
study of how semantic structure is built up during
a dialogue: As explanations have the goal to result
in understanding, it is reasonable to assume that
both partners need to contribute to the structure
(Rohlfing et al., 2021). However, little is known
about how this joint co-construction unfolds. At
the same time, there is a growing need for under-
standing how explanations succeed. In the last
years, Explainable Al (XAlI) is driven by the Gen-
eral Data Protection Regulation (GDPR) (Carey,
2018) and the right to have an algorithm explained.
This is particularly the case for "blackbox" ma-
chine learning algorithms. While many approaches
to how to make the blackboxes inspectable exist,
the process of explaining, i.e., the way of how to

Amelie S. Robrecht
Social Cognitive Systems
Bielefeld University
TRR 318 Constructing Explainability
arobrecht@techfak.de

Katharina J. Rohlfing
Psycholinguistic
Paderborn University
TRR 318 Constructing Explainability
katharina.rohlfing@upb.de

present the relevant content (the explanandum) and
how to ensure sufficient understanding of it, re-
ceives little attention (Anjomshoae et al., 2019).
The research area of XAl seems to be unbalanced,
prioritising what aspects and features to explain
instead of how to explain (Baniecki et al., 2023).
Thus, empirically-driven studies are demanded to
address the research gap from the perspective of a
more user-centred and social interaction (Madumal
et al., 2019). To create systems that are adaptive
and provide an explanation that addresses the users’
knowledge gap, it is crucial to explore how humans
achieve an adaptive process when interacting with
each other in explanatory dialogues.

In our investigation we address this gap by fo-
cusing on the co-constructive character of explana-
tions, subscribing to the view that explanation is a
social and co-constructive process (Rohlfing et al.,
2021; Miller, 2018). How this co-constructive pro-
cess is reflected in the dialogues can be addressed
by contrasting the distributions of semantic con-
tributions of the interlocutors. Thereby, we take
into account the influence the EE and EX can take
within a dyad. This allows both interaction part-
ners to shape the content of the discourse. Who is
planning and structuring and who is confirming the
explanation?

While there is a well established research fo-
cus on modelling the structures of direction-giving
(guiding a person to a specific place via verbal
instruction) by extracting different phases out of
human-human interactions (Psathas and Martin,
1976; Ewald, 2010), there is little done on sponta-
neous explanation dialogues. Due to this research
gap, this paper will describe the semantic dialogue
patterns of human-human everyday explanations
to point out reoccurring structures. By introduc-
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ing an explanation node scheme, we also allow a
more fine-grained semantic analysis. To reach this
goal, we combine linguistic analyses with methods
from computer science to work towards an imple-
mentation of humans’ adaptive capabilities. The
linguistic analyses focus on the explanation struc-
ture by introducing an explanation node scheme
where each explanation node — which is the small-
est unit in the system (see Sec. 3.3) — captures a
semantic dialogue pattern which can be observed in
the interaction. We employ this explanation node
scheme to study the semantic dialogue structure
of explanations between two interlocutors engaged
in explaining a board game. The structures and
relations that are represented by the explanation
node scheme can be transferred to an ontology and,
e.g., serve as a knowledge base in an adaptive ex-
planation dialogue system.

Based on current research, we expect a game
explanation to be sequential and co-constructive.
(1) Concerning sequentiality, we expect sequen-
tial patterns comparable to the phases in direction-
giving introduced by Psathas and Martin (1976). In
addition, because the setting is eliciting everyday
explanations, (2) we expect the EE to be an ac-
tive participant (Rohlfing et al., 2021; Fisher et al.,
2022) having the opportunity to introduce expla-
nation nodes on their own. (3) Based on Rohlfing
et al. (2021) and Miller (2018), we further expect
the explanations to be co-constructive. For that,
we will investigate the EE’s contributions and how
they are addressed jointly. If the EE is the first to
mention an explanation node, we expect the EX to
take it up.

2 Background and Related Work

Much work on how information is established
during an interaction was characterised by Clark
(1996) as introduced by his theory of common
ground. Tt displays how conversational partners
agree on their shared information, during the course
of an interaction. Any type of discourse is a joined
activity in which the common ground between in-
terlocutors increases, and in which "sections and
subsections [are]n’t fixed beforehand, but [are] ne-
gotiated as [they go] along" (Clark, 1996, p.36).
This includes "the knowledge, beliefs, and suppo-
sitions they believe they share about the activity"
(Clark, 1996, p.38).

2.1 Structures of Explanations and Tutoring

Taking a broader perspective towards human ex-
planatory dialogue, each explanation involves two
conversational partners with an asymmetric knowl-
edge distribution: an EX, who is more knowledge-
able, and an EE, who is less knowledgeable. The
subject of the explanation is the so-called explanan-
dum which is constituted by different types of ex-
planans (Rohlfing et al., 2021). Looking at an
explanation as a process, it unfolds because the
EX and the EE work together on specifying what
information is needed for the EE to understand
(Klein, 2009) as well as what is or should be the
object of explaining (explanandum). Klein (2009)
claims that there are several types of explanations;
they relate to the How, the Why and the What.
Scientific explanations rather focus on the Why,
whereas everyday explanations reveal a variety in
their types. The subtype of everyday explanations
we are focusing on, are game explanations which
cover different aspects, such as rules, figures and
the game board. Kotthoff (2009) classifies game
explanations in more detail as procedural explana-
tions. This goes in line with the categorisation of
Klein’s (2009) definition of How explanations.

One can define an explanation process as a se-
quence of phases that contain explanation and ver-
ification blocks (El-Assady et al., 2019). How to
find the optimal order of these blocks and which
explanation strategy to choose depends on the level
of detail, the EE, and the desired amount of inter-
activity. In this paper, we investigate such expla-
nation blocks in human-human explanations and
study how to extract their internal structure from
explanation dialogues. An explanation involves
two processes, the cognitive process, which can
be described as the planning and construction of
the explanans, and the social process, which fo-
cuses on the interaction between the EX and the
EE (Miller, 2018). This paper will put the spotlight
on the explanation as a conversation, by focusing
on the content structure.

Similar to explanation, in the context of tutor-
ing, a knowledge asymmetry exists. However, the
addressee is supposed to learn, which is not neces-
sarily the case in explaining, where the focus is on
understanding or enabling (Rohlfing et al., 2021).
Research on tutoring (Chi et al., 2008; Miyake,
1986) has established mind maps, in which the dif-
ferent elements that are part of a topic are listed
and numbered in individual nodes, to account for
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the contents which were already discussed and un-
derstood in a conversation. These mind maps dif-
fer from what is known in linguistics as semantic
maps that sound similar. Haspelmath (2003) has
proposed the semantic map method that displays
the lexical relatedness of words. It uses graphs to
present relatedness of co-expressed meanings, con-
necting nodes by edges to describe which concepts
can be expressed by the same words. However,
it does not focus on the semantic relatedness of
the explanation elements and is thus little relevant
for the idea of the mind map. Explicitly in the
work by Chi et al. (2008) on scientific explanations,
the problem solving nodes were based on the ver-
bal explanations of the tutors when they explained
the steps alone. There, the individual nodes relate
to a problem solving step. Miyake (1986) simi-
larly listed the different elements in a hierarchical
fashion which belong to a problem regarding the
stitches of a sewing machine. For this purpose, the
framework was called "the function-mechanism hi-
erarchy". In this, the contents are differentiated
in two ways. They address the function — what is
taking place — and the mechanism — how it is per-
formed. They are in such a way connected that the
mechanism at a lower level is needed to describe
the function of the next higher level. Here, the
categorisation of the elements and its level of de-
tail is justified as being appropriate to examine the
ongoing process of understanding (Miyake, 1986).

2.2 Models in Computer Science and XAl

In contrast to the previously introduced node sys-
tem, using an ontology or a knowledge graph (KG)
to store information is a common method in dia-
logue systems (Axelsson and Skantze, 2023; Ro-
brecht and Kopp, 2023; Axelsson and Skantze,
2020; Ma et al., 2015; Lin et al., 2015). The KG
concept was first introduced by Minsky (1968),
who called them semantic networks. Today it is
used in approaches such as the semantic web (W3C,
2012) or Wikidata (Vrandeci¢ and Krotzsch, 2014).
The domain that is stored using a KG varies from
scientific publications or E-commerce to social
networks and geopolitical events (Kejriwal et al.,
2021). While most ontologies are defined by the
Resource Description Framework (RDF), other ap-
proaches or variations — such as Resource Descrip-
tion Framework Schema (RDFS) — are used. We
will focus on RDF, as popular languages, such
as the Ontology Writing Language (OWL) (W3C,

2012) derives from it. An RDF graph consists of a
set of triples, each consisting of a subject, an object
and the connection predicate. In other words: Two
entities (subject and object) are connected via a
relationship (predicate). Further information and
restrictions on designing an RDF ontology can be
found in Kejriwal et al. (2021). The subject, ob-
ject or predicate — the smallest unit in an ontology
— captures only one single entity or relationship.
Therefore, a node might be, but not necessarily
has to be, broken down into multiple triples, when
transforming an explanation node scheme into an
ontology.

In human robot interaction (HRI), the majority
of research aims to create Explainable Agency or
Goal-Driven XAl. As the agent explains behaviour
and decisions, the interaction becomes predictable
to the user (Anjomshoae et al., 2019). Next to pre-
dictability, understandability is a key goal when
thinking about explainable agency. Both can be
increased by improving the agents human-likeness.
By looking at the processuality of human-human
explanations, we aim to find patterns that can be
transferred to HRI settings at a later state. Cur-
rently, effects on communication and explanation
structure are usually measured using interaction
studies (Stange and Kopp, 2020, 2021). Subse-
quently, the explanation is adapted to the best con-
dition. There is research that uses a bottom-up
approach by analysing multiple explanation inter-
actions for their model (Madumal et al., 2019), but
none of the considered dialogue types, the model
is based on, are verbal everyday human-human
explanations. Nevertheless, in the final study the
agent performs an explanation on the board game
"ticket to ride", which can be considered an every-
day explanation in an agent-human setting. Most
of the current papers define the communication of
the explanation as their most important future work
project (Anjomshoae et al., 2019).

3 Method

3.1 Participants

A subset of 51 game explanation dyads with a total
of 102 participants from the ADEX (Adaptive Dia-
logical Explanations) corpus, which we collected
in the project AO1 Adaptive Explanation Genera-
tion in the TRR 318 Constructing Explainability',
was considered. In the recorded (video and audio)

"https://trr318.uni-paderborn.de/en/projects/
El
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P1: P2: P3:
Questionnaire Explanation 1 Video Recall 1

P4: Ps: Pé:
Explanation 2 Video Recall 2 Understanding
Instrument

Figure 1: Study design of ADEX corpus?

dyadic explanation dialogues 60 female, 38 male
and three diverse subjects took part (age range:
18-55 years). 96 participants were native German
speakers and five were second language speakers.
Lastly, 94 of them were students and seven had
other occupations 3. The study was conducted in
six phases (Fig. 1). Phase 1, 3, 5 and 6 were differ-
ent questionnaires, which included psychological
and understanding instruments. In Phase 2, the
participants took part in the explanation without
the game being present. Before the study, the EX
was asked to learn the game Quarto. Quarto is a
strategic board game that includes game figures
with four different characteristics. The goal for
each player is to place four figures in a row that
have one of those characteristics in common. They
were free to use any resources they liked for their
preparation. We provided them with some exem-
plary sources and the possibility to take a look at
the physical game before the study. After the first
phase, the EX was instructed to spontaneously ex-
plain the game in such a manner that the EE would
have the chance to win the game. The EE was told
to actively take part in the explanation. The partici-
pants had no time restrictions for the explanation
phase. Consequently, the explanations can be con-
sidered diverse because the subjects were free in
their preparation of the game and their speech. In
Phase 4, the dyads were instructed to play a cou-
ple of games of Quarto and to continue explaining.
This phase was excluded in the current analysis.

3.2 Linguistic Coding

To explore the semantic dialogue structure of the ex-
planations, we coded the speech according to their
content with the program ELAN (Wittenburg et al.,
2006)*. Therefore, we adapted the node scheme
from scientific explanations to game explanations

2©Paderborn University, Patrick Pollmeier

3One data point each is missing due to technical problems.

“Max Planck Institute for Psycholinguistics, The Language
Archive, Nijmegen, The Netherlands https://archive.mpi.
nl/tla/elan

of Quarto °. The speech is divided into moves by
the conversational partners. Following the work
of Chi et al. (2008) moves are defined as state-
ments including a single idea presented by a single
speaker within one turn. Thus, the explanation
nodes serve as a foundation for the speaker move
analysis. Backchannels (such as mh, yeah and
okay) are not considered in the analysis because
they do not function as separate turns that attempt
to take the conversational floor (Dideriksen et al.,
2019). For the reliability check, six explanations
(about 12% of the data) were coded concerning the
blocknodes by two researchers. Thereby, an un-
weighted Cohen’s kappa yielded an inter-coder reli-
ability that can be considered almost-perfect (Lan-
dis and Koch, 1977) (k=0.90). The majority of mis-
matches related to the count of the parent - when
one of their childnodes was discussed. Henceforth,
deviations between the two coders were smoothed
via post-hoc agreement. Based on this, the analysis
of the whole data set was adjusted.

3.3 Explanation Structures

In contrast to the hierarchical and sequential order
of scientific explanations, game explanations occur
in a more flexible manner. In our approach, the se-
mantic dialogue structure is captured in an explana-
tion node scheme. Each explanation node captures
specific semantic information. The explanation
nodes are connected via arrows, whose direction
represents an increase of detail. A parentnode is
an explanation node at an upper level, while the
next more detailed explanation node connected by
an arrow is referred to as a childnode. A group of
explanation nodes referring to the same semantic
category form an explanation block, the highest
node in a block is called blocknode. Together, the
explanation nodes form a map that can be revisited

>The preliminary ADEX Codingscheme for Explana-
tion Nodes can be found at https://go.upb.de/ADEX_
Explanation_Nodes.
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Figure 2: Node scheme: Each block is represented by a specific colour. The colour coding is consistent within all

presented figures.

by the interlocutors (Fig. 2).° In contrast to (Chi
et al., 2008), in which the tutor’s explanation served
as the only source for the node system construction,
we instead used the explanation nodes in interac-
tion. First, the blocknodes were established and
in an iterative process the subnodes were added.
We adjusted the level of detail to the topical oc-
currences in the data. As one can see, the game
explanations cover ten blocknodes divided further
in several subnodes. Taken together, 69 explanation
nodes were identified.

The Quarto block only contains one node, its
name, all the other nodes are placed around this
central node. In the Parlour Game block, the game
is put into the broader game context. All informa-
tion related to the players, how many there are and
in which mode they play, are grouped in Players.
The third block captures the different character-
istics of the Board. A special block is the game
Comparison which contains the games that are fre-
quently compared to Quarto. Figures is the largest
block describing the characteristics of the game
pieces. In Turns, the required game turns are listed
and Formations names the possible formations of
the figures and their impact on the goal of the game.
Tactical tips are depicted in block 7ips and the final
block, Features, includes general features of the
game, such as duration and difficulty. The block
dependency is expressed through the colours, while
each node has its own reference number.

%In the empirically developed explanation node scheme
nodes were divided in subnodes if mentioned separately.

QuannL--‘..—" o A
o L——A ‘
Board ‘ —
= el . Ood
e A . adibhe o
PR~ M\

Goal

Comparison

04 06
Development of Explanation

Figure 3: Reference to blocks by EX in relation to the
time in all dialogues

4 Results

4.1 Order and Sequentiality

As previously introduced, we hypothesise the ex-
planation blocks occur in certain patterns. These
patterns will be described by focusing on the order
the explanation blocks and nodes are either intro-
duced or mentioned in. The order in which the
blocks are mentioned by the EX can be seen in
Figure 3.

It becomes apparent that the blocks Game and
Quarto — if mentioned at all — are discussed in
the very beginning of the explanation. The blocks
Board and Figures are discussed subsequently, fol-
lowed by the blocks Goal and Turns. The expla-

"The length of the interaction is normalised and the fre-

quency of appearance is normalised for each block indepen-
dently
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Figure 4: Introduction of the blocks by EX in relation
to the time in all dialogues

nation is typically closed by referring to 7ips and
Features of the game. The block Players is not
as explicitly connected to a specific part of the
explanation; it can be addressed in the very begin-
ning or at the end of the explanation or at both
times. Apart from the discussed blocks, there is
one block, the Game Comparison, that can be rel-
evant at each state of the interaction. This shows
how comparisons differ from the other blocks, as
a Game Comparison unites nodes by their func-
tion and not primarily by their semantic meaning.
Figure 4 displays the occurrence of a block being
mentioned by the EX for the first time. Especially
the blocks that are discussed in the beginning, such
as Parlour game, Quarto, Board and Figures, are
typically introduced in the beginning as well. The
moment the block Players is mentioned first, shows
a higher variance. Some explanations refer to the
block Players at an early stage, while others first
mention the block only in the second half of the
explanation. Blocks that are discussed in the sec-
ond half of the explanation, such as Turns, Goal,
Tips and Features, are nevertheless often already
introduced in the first half.

When distributing the explanation nodes sepa-
rately (App. A Fig. 6), it becomes clear, that expla-
nation nodes connected to certain blocks, such as
Figure or Goal, tend to be explained close together
at more or less the same place in the discourse,
while blocks such as Players or Turns are spread
over the whole interaction. This can be explained
by either the fact that they are mentioned several
times, as their semantic connection to other blocks
is very strong, or that the order of the blocks differs
in each dialogue. The explanation blocknode 2.0.
Players is not mentioned by any EX. A reason for

this might be that the EX prefers the other — more
detailed — explanation nodes of the block. Con-
sidering the individual explanation nodes, helps
to understand, why the block Game Comparison
is spread over the whole explanation. There are
explanation nodes in the comparison block, that
appear close to others due to their semantic relation
(e.g. 4.4. Uno and 6.4. Calling): Similar to Uno,
one also has to verbally indicate in the game that
one has won. In Example 1 the EE notices the up-
coming game comparison and brings in the name.
Thereby, they co-construct the explanation and the
EE displays their active participation.

EX: Ahund dann ja hat man das Spiel gewon-
nen also es ist nen bissel dieser Ausruf
kennt man ja so [von] genau von Uno
letzte Karte.

Uh, and then yes, you won the game, so
it’s a bit like this exclamation that you
know [from] exactly from Uno last card.”

EE: [Uno]

[Uno]*

“English translation of the German transcripts.

Other comparisons, such as 4.2. Tic-Tac-Toe or
4.1. Connect Four can be used to compare multiple
aspects of the game, as they have several semantic
relations to Quarto.

4.2 Coverage and Frequency

In the following, the coverage and frequency anal-
ysis of the explanation nodes will be presented®.
This includes answering the questions: (a) How
many explanation nodes are addressed in the ex-
planations and (b) How often is an explanation
node addressed in an explanation (and by whom)?
Turning to the coverage of the explanation nodes
by the conversational partners. On average, the
EX mentions 49% (min. 33% and max. 67%, SD
= 8.0) of the explanation nodes in their explana-
tions. In other words, about half of all explanation
nodes are covered by the EX in the explanations.
In contrast, the EE addresses on average 20% of
the explanation nodes (min. 4% and max. 48% ,
SD = 11.0). Therefore, the EE relates to the expla-
nation nodes less frequently and contributes less
to the overall map coverage. We will now take a
look at how the individual explanation nodes are
covered in coverage and frequency. There are ex-

8For the analysis ELAN Annotation Frequency and Cover-
age (Biermeier, 2023) was used.
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Figure 5: Explanation node coverage by EX (bottom bar) and EE (top bar) - each bar displays in how many of the
dialogues the explanation node is mentioned. It shows the proportionate occurrence of the explanation nodes in the

entire data set.

planation nodes in each block that are covered in al-
most every explanation, while others are discussed
rather sparsely. When looking at the frequency of
the explanation nodes (Fig. 5), it becomes clear
that neither the more general blocknode ° nor the
more specific childnodes have a higher frequency
of being mentioned. No explanation node specific
patterns can be found, but block specific tendencies
are observable. When describing the categories
of figures, in three of four cases the contrastive
characteristics are used more often (5.3.1. tall
- 5.3.2. small (94.12%) — 5.3. height (43.14%),
5.4.1. square -5.4.2. round (98.04%) — 5.4. form
(41.18%), 5.5.2. solid - 5.5.1. hollow (100%) — 5.5.
structure (9.8%), while in one case the category
is used slightly more often (5.6. colour (88.24%)
5.6.1. dark - 5.6.2. light (82.35%-84.31%). In
general, the more detailed contrasting information
is preferred. The comparison that is used in most
explanations is 4.1. Connect 4, which is mentioned
in 60.78% of the explanations, while 4.4. Uno is
only used as a comparison in 1.96%. The explana-
tion nodes that are mentioned in every explanation
by the EX (Fig. 5 EX-darker bar) are 5.5.1. hollow,
5.5.2. solid and 4 Figures. There is no explana-
tion node that is addressed in every explanation
by the EE. The explanation node with the highest
frequency is 7.1.1. 4 Figures (Fig. 5 EE-lighter
bar). The explanation nodes that are mentioned
in less than 10% of the explanations are: 2. Play-
ers (3.9%), 2.1. multiple (players) (7.84%), 4.4.
Uno (1.96%), 5.1.2. multiple (figures) (7.84%),
5.5. structure (9.8%), 6.4. calling (7.84%), 7.1.5.
square (1.96%) The option to arrange the figures
in a quadratic shape is an optional rule and is not

There is only one block where the blocknode has the
highest frequency (0. parlour game).

EE: Wie lange dauert das?

How long does it take >

Ne Runde hochstens zehn Minuten.
One round, ten minutes at the most.®

EX:

“English translation of the German transcripts.

captured in every external explanation of the game.
As each participant was supposed to learn Quarto
in advance with a source of their choice, this might
be the reason for the low coverage. and 9.1.1. indi-
vidual (5.88%).

When looking at the frequency of an explanation
node in a dialogue, it is considered to be discussed
in depth, if it is mentioned more than five times by
either the EX or the EE. There are only three expla-
nations where no explanation nodes are discussed
in depth and each block has at least one explana-
tion node that is deeply discussed in either of the
dialogues. Especially the fact, that a line needs four
figures and that the figures are picked for the oppo-
nent are deeply discussed in more than half of the
explanations (Tab. 1). The other explanation nodes
that are deeply discussed occur in fewer explana-
tions. They occur in a range of six till eighteen
explanations. Overall, 221 times an explanation
node is discussed in depth. In 95.48% of these,
the EX is referring to the explanation node more
often, than the EE. In these cases, the EE is rather
passive. Nevertheless, there are explanations with
a highly active EE. On the one hand, the EE can
contribute nearly as many moves as the EX. On the
other hand, the EE can introduce new explanation
nodes (see example 2). Table 2 displays all expla-
nation nodes that were referred to in more depth
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#Dialogues Label Node

28 7.1.1. 4 Figures
28 6.1.1. For Opponent
18 6.2.1. For Self
16 5.5.1.  Hollow
12 7.2. Win

11 54.2. Round

11 5.6. Colour
10 54.1. Square

9 5.3.2. Small

8 531 Tall

8 552 Solid

7 5.6.2 Light

6 8.1. Tactic

Table 1: Number of explanations an explanation node is
discussed in depth (>5) by either of the interlocutors

D-Number Label Node EX EE
D16 5.2. Individuality 5 7
5.5.1.  Hollow 5 5
5.5.2.  Solid 5 11
D17 7.2. Win 3 5
8.1. Tactic 3 6
D23 4.1. Connect 4 2 6
8.1.1.  Blocking 2 5
D42 5.2. Individuality 3 7
D49 4.3, Chess 2 5
5.1.1. 16 5 5

Table 2: Dialogues in which explanation nodes are men-
tioned more frequently by the EE

by the EE than by the EX. Both, visualisations and
examples show, how much the explanations differ
from each other concerning their coverage and fre-
quency. Finally, in our analysis, we addressed the
question how explanations are co-constructed. For
this purpose, the explanation nodes by the EE were
analysed in detail to investigate which explanation
nodes were introduced by the EE and whether the
EX addressed these and when. In almost all of the
dyads (50/51), the EE introduced a new explana-
tion node. On average, the EEs initiated 4.2 new
explanation nodes in a conversation (min. 0 and
max. 10, SD = 2.6). Out of 212 explanation nodes
that were introduced by the EE in the whole data
set, the EX took up the explanation node directly
152 times (72%); 19 times (9%) they did not di-
rectly address the explanation node, but later on in
the conversation. In 41 cases (19%), the EX did
not take up the explanation node at all. Out of the
69 explanation nodes in total, the EEs introduced
48 (69%) throughout the different dyads. The re-
sults taken together show that an explanation is
a unique interaction and highly depends on both
conversational partners.

5 Discussion and Conclusion

In this paper, we introduced an explanation node
scheme as a tool to model and explore the seman-
tic dialogue structures of explanations. This tool
allowed us to investigate the contributions of both
dialogue partners to the domain knowledge. Con-
cerning our research question (1), we were able
to show that a game explanation is a sequential
interaction. Nevertheless the patterns are not as re-
strictive as in a scientific explanation. A reason for
this is likely to be the active participation of the EE,
which we addressed in research question (2). In
contrast to this, in an everyday explanation, the EE
can be more active by demanding a more detailed
explanation or pointing out knowledge gaps. In
more naturally occurring explanations Fisher et al.
(2022) also found a lot of variance in interaction
patterns.

Further and with respect to research question (2),
we expected the EE to be actively involved. We
found support for this in our data showing that in
each of the dyads in the corpus, up to 48% of the
explanation nodes were covered by the EE showing
also a high variance in the EEs’ verbal contribu-
tions (Fisher et al., 2022). For future work, we
hypothesise that the more active the EE is in the ex-
planation, the less predictable it is to the EX, who
has to adapt their explanation accordingly. This
might account for why the sequentiality of the ex-
planation nodes varies, even in our semi-natural
game explanations. For naturally occurring expla-
nations, we expect a higher variance in the con-
tribution of the EE. This highlights the need for
adaptive dialogue systems.

In research question (3), we set out to examine
the relationship between the explanation nodes in-
troduction by the EE and their uptake by the EX.
The findings regarding the explanation node ini-
troduction by the EE being uptaken by the EX
indicate that an explanation is a joined activity
(Clark and Schaefer, 1989) in which the conversa-
tional partners co-construct their content (Rohlfing
etal., 2021). To what extent the mentioned explana-
tion nodes correlate with the EX’s speaker moves,
should be investigated in the future to provide more
foundations for adaptive dialogue systems.

To conclude, based on first exploratory empir-
ical results, we were able to display the content
of explanations via explanation nodes. Thereby,
we highlighted the active involvement of the EE
by their explanation node introduction. The co-

42

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



construction of explanations is demonstrated by
the take up of the explanation nodes by the EX.

The next steps in the linguistic analysis are: (1)
to connect the explanation nodes with the verbal be-
haviour (speaker moves) of the conversational part-
ners, as it was done in the works of Miyake (1986)
and Chi et al. (2008). By making use of the nodes,
one can keep track of the interaction history, i.e.,
the progress of the dialogue. Hereby, the explana-
tion nodes can serve as a tool to support the future
speaker move analysis because one is capable of
telling whether information was already discussed
and compare whether it has been modified. Chi
et al. (2008) adds the concept of substantiveness
to the contributions of the conversational partners.
We hypothesise that the explanation nodes will cor-
respond to this concept. This can be considered in
future analyses. We only considered how the EX
takes up the the explanation nodes the EE brings
into the explanation and not all of their contribu-
tions. This could be an additional step for further
analyses. When taking the modelling of human-
agent explanation into account, the results will also
be beneficial to the enhancement. The observed
semantic dialogue patterns will be implemented
into the dialogue system SNAPE (Robrecht and
Kopp, 2023) . The order of the blocks will be used
to define transition probabilities for a high level
semantic decision process.

6 Limitations

We have to stress that because little is known about
semantic structure being built by both partners
during explanations, we followed an explorative
approach. In our current analysis we excluded
backchannels because they do not attempt to take
the conversational floor. Nevertheless, backchan-
nels might contribute to the dialogue. We attempted

Current Node 1 Next Node r+/ Frequency
For Opponent For Yourself 55
Square Round 40
Vertical Horizontal 35
For Opponent For Opponent 32
Light Dark 29
Hollow Round 25
Tall Small 23
For Yourself For Yourself 23
Quarto Parlour Game 21
Individuality Individuality 21

Table 3: Explanation nodes with a cooccurence > 20

to find clusters in the explanation nodes by seek-
ing high frequent bigrams, to not only see patterns

in the block, but also in the explanation node se-
quences. The combinations in Table 3 were the
ones that appeared more than 20 times. Some are
repetitions of the same explanation node which can
be interpreted as a deeper discussion of a partic-
ular explanation node. The others with a strong
semantic connection are the (contrastive) charac-
teristics for the figures and the categorisation that
Quarto is a parlour game. With the exception of
these bigrams, we were unable to find sequential
patterns on the explanation node level. This can be
either due to the interlocutors’ co-construction or
due to the size of the dataset. Following the first
assumption, it could be that in expert explanations
that occur without the involvement of the EE and
in a more monological form (Klein, 2009), more
patterns on the explanation node level can be found.
With the current data size and method, we cannot
provide clear indications. It might be possible to
find patterns on the explanation node level within
the explanation of the EX, if one controls the be-
haviour of the EE. Thereby, the influence of the EE
on the explanation dialogue can be minimised. As
we analyse only a subset in this paper, a next step
is to expand the analysis to the whole study and
with similar data from other projects.

Ethics Statement
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the Paderborn University Ethics Committee.
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Abstract

This paper’s main contribution is a Bayesian
hierarchical grounding state prediction model
implemented in an adaptive explainer agent as-
sisting users with analogical problem-solving.
This model lets the agent adapt dialogue
moves regarding previously unmentioned do-
main entities that are similar to the ones al-
ready explained when they are instances of the
same generalised schema in different domains.
Learning such schemata facilitates knowledge
transfer between domains and plays an im-
portant role in analogical reasoning. An ex-
plainer agent should be able to predict to what
extent the explainee has learned to induce a
schema in order to build up on this in the expla-
nation process and make it more cooperative.
This paper describes the approach of hierarchi-
cal grounding state prediction, introduces the
analogy-based explanation generation process
and the agent architecture implemented for this
approach, as well as provides some example
interactions as the first developers’ evaluation
of the system in preparation for upcoming em-
pirical studies.

1 Introduction

Explanations are complex social processes that are
actively shaped by both explainer and explainee
throughout the course of their interaction (Miller,
2019, Rohlfing et al., 2021). Dynamic changes
in the mental states of the explainee pertaining to
their understanding of the explanandum (i.e., the
object of the explanation) should be monitored and
predicted by the explainer based on observable ev-
idence, such as conversational feedback or clari-
fication requests posed. These predictions should
be then used to continuously re-conceptualise the
explanans (i.e., the way in which the explanan-
dum is presented by the explainer during explana-
tion) (Rohlfing et al., 2021). Similar principles can
be applied to human communication in general:
active cooperation of the interlocutors and their

stepwise co-construction of the interaction and the
common ground, i.e., "their mutual, common, or
joint knowledge, beliefs, and suppositions" (Clark,
1996, p. 93), as well as mentalising over relevant
mental states of each other based on observable ev-
idence (Kopp and Krédmer, 2021). However, these
principles of cooperative communicative behaviour
are rarely applied in modern dialogue systems.

While explanations in a narrower sense serve as
answers to why?-questions and explain causes of
events, they can also serve other functions such as
providing process narratives or instructions (Miller,
2019). In assistive scenarios, instruction and guid-
ance during problem-solving are important func-
tions of explanations. Analogy-based explanations
specifically can help people transfer knowledge
from one domain to another, for instance, via the
process of schema induction. During this process, a
generalised schema, i.e., "an abstract category that
the individual analogs instantiate in different ways"
(Gick and Holyoak, 1983, p. 8), can be induced
from a range of specific examples and then applied
to a new target domain.

This paper introduces an architecture for an as-
sistive agent that guides the user through the pro-
cess of problem-solving via adaptive explanations.
The agent presents analogous stories from other
domains hinting at the desired solution of the target
problem, and helps the user understand similarities
and differences between these stories, as well as
induce and apply generalised schemata instantiated
in the stories. In order to find good analogies, the
agent uses graph-based knowledge representation
to compare the examples and the target problem
according to structure-mapping theory (Gentner,
1983). In order to be adaptive, the agent bases its
explanation generation on predictions of grounding
state of domain entities (DEs). These predictions
are continuously updated via Bayesian inference.

The main contribution of the current research is
the hierarchical grounding state prediction model.
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This approach allows the agent to adapt dialogue
moves regarding previously unmentioned domain
entities if they are related to the ones already ex-
plained via a common schema. The model and the
architecture facilitating this kind of inference will
be described in more detail in section 3, and their
limitations will be discussed in a special section
after the conclusion.

So far, the system has only been tested by the
authors using different types of feedback and ob-
serving the behaviour of the agent. Some example
dialogues showcasing the adaptivity of the system
will be presented in section 4. The empirical evalu-
ation of the system requires a series of laboratory
studies in order to gain a comprehensive under-
standing of the impact of various factors present
during adaptive spoken interaction. These studies
are currently being planned and prepared for by the
authors.

2 Background and related work

2.1 Adaptive explanation generation

With the rise of machine learning and specifically
deep learning, the focus of research on explanations
in human-machine interaction has been primarily
on explanations of artificial systems and their deci-
sions (Mueller et al., 2019). However, often these
explanations are conceptualised and presented in
a one-off and static way that may not be sufficient
for diverse stakeholders interested in them (Suresh
et al., 2021; Lakkaraju et al., 2022). An increasing
amount of research is currently calling for incor-
poration of findings from social and cognitive sci-
ences into explanation generation to make it inter-
active and adaptable towards specific goals, needs,
expertise and changing levels of understanding of
the explainee (Miller, 2019; El-Assady et al., 2019;
Shvo et al., 2020; Sokol and Flach, 2020; Dazeley
et al., 2021; Rohlfing et al., 2021; Lakkaraju et al.,
2022).

The process of explanation generation can be di-
vided into two parts: the cognitive process respon-
sible for the generation of causes, and the social
process responsible for construction and presenta-
tion of the explanans, as well as interpretation of
the signals of explainee’s understanding (Dazeley
et al., 2021). The social process can also be seen as
an interaction pattern consisting of joint actions that
are facilitated by the processes of co-construction
and scaffolding, during which the explainer should
strive to build explanations from the knowledge the

explainee already possesses, yet enrich it with addi-
tional relevant information (Rohlfing et al., 2021).
This work focuses on the social process of expla-
nation generation that can be studied and applied
across a multitude of domains, not just in the field
of explainable artificial intelligence.

An explainer agent incorporating the complexity
of the explanation generation process requires (1)
a rich and dynamic explainee model, describing
relevant mental states and the level of understand-
ing of the explanandum with appropriate granular-
ity, (2) representations of domain knowledge, dia-
logue state and history, as well as (3) capabilities to
continuously reason over these representations to
select explanation strategies, dialogue moves and
content under uncertainty inherent to communica-
tion. Concepts such as Theory of Mind, i.e., the
ability to attribute mental states such as beliefs,
goals and intentions to self and others (Premack
and Woodruff, 1978), mentalising, i.e., the ability
to predict the actions of others based on their de-
sires, knowledge and beliefs (Frith and Frith, 2006),
and common ground play an important role here
(Miller, 2019; Shvo et al., 2020; Kopp and Krimer,
2021; Rohlfing et al., 2021). A major challenge
for this research is the lack of high-quality training
data for explanation dialogues, which means that
the parameters of the models are hard to pre-train
in advance and the system has to be able to adapt
online relying only on the data observed during
interaction.

Hereby, approaches used in older expert and tu-
toring systems can be revisited and adapted. One
example is the EDGE explanation system described
in Cawsey (1993). Here, inference rules are used
to update the level of knowledge of the explainee
stored in the user model. There are direct inference
rules that concern entities under discussion and
indirect inference rules that concern unmentioned
entities. The former are based on the user input
and update the user model, while the latter are con-
ditions that are checked against the user model if
the system requires the corresponding information
to construct an explanation. The system presented
in this paper similarly aims to infer the grounding
state of unmentioned entities, but realises it with a
hierarchical probabilistic model.

Speaking of implemented systems adapting the
social process of explanation generation, here are
some more recent examples. Robrecht and Kopp’s
(2023) SNAPE model uses online planning in
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form of Monte Carlo Tree Search to solve a non-
stationary Markov Decision Process for explana-
tion generation, where transition probabilities de-
pend on the level of understanding for concepts
under discussion as observed by the system from
user feedback. Axelsson and Skantze (2023) work
on adaptive presentation. Their agent adapts its
generation behaviour based on the grounding lev-
els of various concepts as inferred from observed
multimodal user feedback and stored in a knowl-
edge graph.

2.2 Models of common ground in dialogue
systems

As previously mentioned, the concept of common
ground is important for adaptive explanation gen-
eration, as well as adaptive dialogue in general.
Empirical evidence suggests that representations of
common ground in humans are richer than a mere
binary of grounded vs. ungrounded, however, these
representations are still required to be efficient to
support real-time language use (Brown-Schmidt,
2012). Stone and Lascarides (2010) distinguish
between two types of grounding models: symbolic
approaches based on discourse coherence and prob-
abilistic approaches based on inference from ob-
served evidence. Both of these approaches have
been used in earlier-generations dialogue systems,
a prominent example of the former is Traum and
Larsson (2003), while the latter was pioneered by
Paek and Horvitz (2000). Stone and Lascarides
(2010), however, point out that both of these ap-
proaches have limitations. For instance, the proba-
bilistic approaches were primarily used to predict
whether the system had understood the user dur-
ing slot-filling, i.e., collecting of the parameters
of the user’s query. Yet for cooperative dialogue,
predicting whether the user had understood the
system is equally important. Thus Stone and Las-
carides (2010) integrate both types of approaches
in a theoretical framework consisting of a dynamic
Bayesian network (DBN) model of dialogue that
represents the relationships between interlocutors’
mental states, evolving dialogue context, discourse
moves and observable evidence produced by inter-
locutors over time.

Buschmeier and Kopp (2018), too, use a DBN
to represent the dependency of the probabilistic
grounding state on the so-called attributed listener
state (ALS) over time. The ALS consists of sev-
eral variables based on communicative functions

of linguistic feedback (Allwood et al., 1992; Kopp
et al., 2008), namely contact, perception, under-
standing, acceptance and agreement which are in-
ferred within the DBN based on incoming multi-
modal data and interaction context.

Axelsson and Skantze’s (2023) adaptive presen-
ter agent stores grounding as labels of properties
in the domain knowledge graph, and these labels
are updated based on the user feedback category
obtained from a random forest classifier (positive,
negative or neutral feedback). SNAPE (Robrecht
and Kopp, 2023) similarly represents the grounding
state via level of understanding (a concept can be
either grounded or not) regarding relationships in a
knowledge-graph-based domain model. Di Maro
et al. (2021) focus on detecting conflicts during
interaction leading to inconsistent state of common
ground. They conceptualise their common ground
representation in terms of personal common ground
consisting of dialogue history, and communal com-
mon ground consisting of domain knowledge that
is shared between the agent and the user. On the
technical level, their common ground representa-
tion is implemented as a graph database. A similar
approach is also pursued in this work.

2.3 Analogical problem-solving

The general principle of analogical reasoning lies in
the concept of mapping, wherein correspondences
are found between the source (also called base,
i.e., known body of information) and the targer
(problem to be solved) of the analogy (Gick and
Holyoak, 1983). Gentner (1983) defines the so-
called structure-mapping theory describing inter-
pretation rules for analogies. This theory postulates
that an analogy is characterised by the mapping of
structural relations between entities within base
and target, rather than the surface-level similarity
of their features, and that this mapping is governed
by the principle of systematicity, i.e., the existence
of related higher-order relations. The key concepts
of the structure-mapping theory are supported by
empirical evidence (Gentner and Maravilla, 2017).

As mentioned before, analogical reasoning is
closely related to the process of schema induction,
during which a generalised schema is extracted
from specific examples. Gick and Holyoak (1983)
found that, when given two analogy sources, the
participants were able to derive the generalised
problem schema as a byproduct of comparison of
the sources, and that the quality of the generated
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schema was a positive predictor for the transfer
of the analogy to the target. Similar results were
obtained by Gentner et al. (2003) who additionally
showed that increasing the degree of guidance dur-
ing analogy training increased the rate of transfer
during the exercise. These findings suggest that
an adaptive explainer/tutoring agent may have a
positive effect on the success of analogical transfer
in problem-solving.

To be able to interpret this work in the bigger
context of research on analogical reasoning, a set
of frequently used problems from the experiments
by Gick and Holyoak (1983) was chosen as the
use case for the agent. The explainee is required to
solve the Radiation problem first posed by Duncker
(1945) with the help of various analogs from dif-
ferent domains. In the Radiation problem the user
is asked to imagine they are a doctor and have to
find appropriate treatment for a patient with an in-
operable tumor. The tumor can be destroyed with
high-intensity radiation, but such procedure would
also destroy the healthy tissue the radiation would
pass through on the way to the tumor. While there
are several possible solutions to the Radiation prob-
lem, the desired one is the so-called convergence
solution where multiple weaker forces converge on
the target, such as several low-intensity radiation
rays from different directions that will not damage
the healthy tissue, but combined will destroy the
tumor. Further information on the use case will be
provided in section 4.

3 Agent architecture

The core components of the architecture facilitating
predictive grounding state inference are depicted
in figure 1:

1. the dialogue manager based on the flexdiam
architecture described in Yaghoubzadeh and
Kopp (2017), extended for grounding state
prediction and explanation generation, and

2. the memory component in form of a graph
database that stores multiple types of infor-
mation, such as domain model, conversa-
tional record (i.e., interaction-related infor-
mation that was made public to interlocutors)
(Thomason, 2003) and dialogue information
state (DIS) incorporating the agent’s predic-
tion about current grounding state of domain
entities (Buschmeier and Kopp, 2012).

In this section, these will be described in more de-
tail. Additionally, a subsection will be devoted to
the natural language understanding (NLU) compo-
nent of the architecture to discuss an example use
of state-of-the-art large language models (LLMs)
in adaptive dialogue interaction.

3.1 Memory component

The memory component stores all information that
is available to the agent at runtime in the form of a
graph defining relationships between various types
of entities (figure 2). Currently, these include the
following.

* DE nodes: structured representation of do-
main knowledge is important for the applica-
tion of the structure-mapping theory in order
to determine the best analogy for the target
among the sources. This representation in-
cludes abstractions of relations and actions in
the form of generalised schemata, as well as
instances of these schemata in source and tar-
get examples. The model can support a higher
granularity of domain knowledge representa-
tion if necessary. DE nodes are initialised at
the start of the interaction and do not change
throughout.

* DIS nodes for domain entities: DE nodes for
schemata and schema instances have corre-
sponding DIS nodes that store the parameters
of the probability distribution describing the
current belief of the agent about the ground-
ing state G of an entity. These parameters
are initialised when the entity first becomes
significant, for instance, by being introduced
by the system, and updated whenever relevant
evidence of understanding is provided by the
user.

* Conversational record nodes: these store infor-
mation about employed dialogue moves and
user feedback concerning a specific DIS node.
New nodes in this category are continuously
created throughout the interaction, but once
added to the graph, they remain unchanged.

The memory component is implemented using the
graph database framework Neod4;'.

1https: //neodj.com/
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Figure 1: The architecture of the explainer agent.

3.2 Dialogue manager

As can be seen in figure 1, dialogue management
essentially consists of two subsystems: grounding
state inference and explanation planning. The dia-
logue manager is implemented in Python using the
architecture called flexdiam (Yaghoubzadeh and
Kopp, 2017) that was developed for spoken inter-
action in assistive settings utilising approaches tai-
lored to dialogues with high degrees of uncertainty,
which is also beneficial for a tutoring scenario.

Predictive grounding state inference

As previously mentioned, the belief of the agent
about the grounding state G of a DE is described by
a probability distribution. The parameters of this
distribution are initialised when the entity becomes
relevant for the first time during the explanation
process. This initial distribution constitutes a uni-
form prior over the grounding state belief P(G).
When evidence of understanding U relevant to the
entity is observed by the agent, it is used to calcu-
late the posterior distribution P(G|U) based on the
Bayes’ theorem:

P(G|U) x P(G) x P(U|G) (1)

Once the posterior is computed, it becomes the
new prior distribution for the grounding state belief.
In order to make the calculation of the posterior
tractable at interaction time, the system uses conju-
gate priors for corresponding evidence likelihoods

(Lambert, 2018). As the model for grounding state
inference is hierarchical, two pairs of likelihoods
and conjugate priors are used in the system, de-
pending on the type of DE they are assigned to.

The lower level of the inference model deals
with beliefs about the grounding state of schema
instances. A belief about the grounding state of
a schema instance is thus described by the beta
distribution with probability density function (PDF)
defined as

flgran ) = 00"

B(a, B)
where g € [0;1] is the realisation of the random
variable G representing the grounding state of a DE,
a, B > 0 are the shape parameters of the distribu-
tion, and B(a, 8) = % is the beta function
acting as the normalisation constant (where I' is
the gamma function defined for positive integers as
I(y) = (y =Y.

When the explainee reacts with positive or nega-
tive feedback to the agent’s utterance, this feedback
is interpreted by the system as evidence of under-
standing or non-understanding, respectively. This
binary outcome is modelled using Bernoulli likeli-
hood to which the beta distribution is the conjugate
prior. Thus, the posterior is also a beta distribution
with updated parameters

2)

a’za—i-iui and B’zﬂ—i—n—iui 3)

i=1 i=1
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Figure 2: Part of the graph associated with the schema
"strategic division" ("Strategische Aufteilung", big light
green node). Following relationships and node types

are represented here: : GROUNDED_IN as relationship be-
tween a DE and a DIS node, : INSTANCED_IN as relation-
ship between schema and its instances, : SPEAKS_ABOUT
as relationship between example and its schema in-
stances, : RELATED_ACTS as relationship between a DIS
and a conversational record node.

where v € {0;1} is the evidence of non-
understanding (v = 0) or understanding (u = 1).
As maximum of one instance of evidence per DE
can be observed each turn, n = 1.

The higher level of the inference model deals
with beliefs about the grounding state of gener-
alised schemata. A new posterior for grounding
state belief distribution of a schema is calculated
if the distribution parameters of at least one of its
instances were updated. The general update rule de-
fined by the Bayes’ theorem (equation 1) is applied
here as follows. The mean value p of the newly
calculated posterior distribution P(G|U) for the
related schema instance is assigned to categories
"low", "medium" and "high". These categories are
defined in an overlapping fashion to express uncer-
tainty within the model, for instance, . that equals
0.45 is categorised as both "low" and "medium".
The evidence of understanding is then defined by
a categorical variable © = (Wjow, Umedium, Uhigh)
where u is the number of occurrences of each cat-
egory. So, for u equals 0.45, the evidence of un-
derstanding used on the higher level of inference is

= (1,1,0).

The conjugate prior to the categorical likelihood

is the Dirichlet distribution with PDF defined as

ch“*1 @

where g; € [0;1] for all « € {1;K} and
Zfil g; = 1is the realisation of the random vari-
able G representing the grounding state of a DE,
a > 0 is the vector of concentration parameters

K
of the distribution and B(a) = %
i=1 Qi

multinomial beta function where the gamma func-
tion is expressed for positive integers in the same
way as above. In the inference model, K = 3 for
the categories "low", "medium" and "high".

Considering the definitions above, the parameter
update rule for the Dirichlet distribution is

f(g1, ...

y 9K O, .., O

is the

od=a+u 5)

A special case of feedback regarding a schema
instance can occur if the agent poses an open ques-
tion to the user in order to encourage them to apply
a schema with a high grounding state belief to a
new example by themselves, similarly to Cawsey
(1993). This is a way to obtain high-quality ev-
idence of understanding. If the user manages to
successfully generate the schema instance, the up-
date rules for the lower level of the inference model
defined in equations 3 are superseded in order to
distinguish such maximising feedback from regular
positive feedback such as responding with "yes" to
an agent’s utterance. In this case, the parameters
of the distribution are directly adjusted so that the
mean of the distribution lies exclusively within the
"high" category. A special label is added to the cor-
responding DIS node in the memory graph as well,
denoting that its DE was generated by the user. The
update of the higher level of the inference model
then proceeds normally with u = (—1,—1,1) to
increase the impact of the evidence of understand-
ing resulting from a user-generated utterance.

Explanation planning

The planning of explanations in the architecture is
also hierarchical. On the higher level of abstraction,
the agent can implement different general strategies
that define the principles for explanation content
and dialogue move selection, while on the lower
level of abstraction, it selects new content and di-
alogue moves for every explanation turn based on
predictions of the grounding state of DEs and rules
defined by the high-level strategies. High-level
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planning can thus be seen as an instance of the cog-
nitive process of explanation generation as defined
by Dazeley et al. (2021), while low-level planning
belongs more to the social process of explanation
generation, and was therefore the primary focus of
research so far.

Currently, high-level explanation planning is
kept constant by predefined rules. For instance, the
agent always starts with examples that are most sim-
ilar to the target in terms of the structure-mapping
theory. In future research, however, it can be at-
tempted to formalise high-level strategies as adapt-
able pathways, building up on the definition of
El-Assady et al. (2019), and explore the impact of
this level of adaptation in empirical studies.

Concerning low-level planning, first, the main
content of the next explanation turn is determined
according to principles predefined by the high-level
strategy. When the agent needs a new example, it
is selected based on its structural similarity to the
target. It is calculated using the Jaccard similarity
coefficient:

SNT
IS.T) = 12 ©)

where S and T are sets of analogy-relevant rela-
tionships within the source and target example, re-
spectively. For instance, all relationships of the
type : SPEAKS_ABOUT (figure 2).

Schema instances within an example are selected
based on the high-level strategy. The memory com-
ponent is hereby queried for corresponding ground-
ing state predictions to inform the system’s dia-
logue move selection via predictive inference.

Consider the general update principle of the
grounding state belief of a DE in equation 1. This
equation can be used to estimate the posterior distri-
bution P(G,,|Up,) given the most likely evidence
of understanding ux*,, the agent would receive af-
ter a dialogue move m. The dialogue move result-
ing in the highest posterior distribution is selected
by the explanation planner. The system currently
supports two dialogue moves relating to introduc-
tion of new schema instances: "elicit generation"
and "present alignment". Section 4 shows how the
system chooses between these alternatives using
predictive grounding state.

Determining wu*,, is not trivial and ideally re-
quires a model of explainee’s feedback generation.
Right now, this value is defined by a set of rules
for each available dialogue move. It is decided
based on the category with the highest expected

value in the grounding state belief distribution of
the schema corresponding to the instance selected
for the explanation turn. However, data of interac-
tions with real users that will be collected in future
empirical studies could be used to construct a gen-
erative model of evidence of understanding that
can be used to estimate u*,,,.

3.3 Natural language understanding

Previously, the flexdiam dialogue management
architecture used the Rasa NLU? framework for
intent and entity recognition. The language model
employed there is based on word vectors that
worked well for use cases with more structured
user input where entity recognition was used pri-
marily for slot-filling. However, in order to allow
the users to answer open questions freely and use
diverse expressions to refer to complex concepts
and schemata, a different type of NLU component
was required. This component should be capable
of reformulating and summarising user utterances
to obtain DEs that can be easily matched to the
definitions in the agent’s domain model. This kind
of task is highly suitable for a pre-trained large lan-
guage model (Yang et al., 2023), especially in the
absence of high-quality training data.

These requirements led to a hybrid approach
for NLU where intent recognition is still done
with the Rasa NLU framework for a higher de-
gree of control, while entity recognition is done
with a pre-trained large language model based on
the transformer architecture (Vaswani et al., 2017),
namely, text-davinci-003 from the GPT 3.5
family. Once the intent has been recognised by
Rasa NLU, a prompt corresponding to the required
entity recognition task is constructed. Currently,
the pre-trained model is used "as-is", taking advan-
tage of the LLMs’ capabilities for few-shot learn-
ing from a small amount of handcrafted examples
(Brown et al., 2020). However, the authors are
preparing to evaluate the use of a smaller open-
source model instead of text-davinci-003 and
are currently creating a data set for model fine-
tuning.

While using an LLM can lead to unpredictable
output such as hallucinations (i.e., undesirable
text generation) (Ji et al., 2023), these risks were
deemed acceptable, as the adaptive nature of the
agent is expected to mitigate potential downstream
errors caused by undesired language model out-

2https: //rasa.com/docs/rasa/nlu-only
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put through interaction, serving a function similar
to repair of miscommunication in human-human
interaction (Albert and de Ruiter, 2018).

4 Worked examples

This section offers more details about the use case
for the agent, as well as some dialogue excerpts
showcasing its behaviour in response to different
types of user feedback. These are real conversa-
tions a user can have with the agent as it is imple-
mented at the moment. Natural language gener-
ation is currently done with templates that were
pre-generated using the text-davinci-@03 lan-
guage model and manually edited. The possibility
of using an LLM for online natural language gen-
eration is currently being evaluated. The agent
converses with the user in German, however, for
illustration purposes, the dialogues were translated
into English by the author of the paper.

As mentioned in section 2.3, the use case cho-
sen for the agent is based on experiments by Gick
and Holyoak (1983). The user is required to find
the convergence solution to the Radiation problem.
The desired solution can be learned from analo-
gous examples from other domains adapted from
Gick and Holyoak (1983, Appendix II). These ex-
amples include various stories such as Fall of the
Dictatorship (originally The General), in which the
attacking army needed to be divided into smaller
groups that converged on the fortress for a coordi-
nated attack in order to avoid triggering the mines
on the roads to the fortress.

Example interactions in the following dialogue
boxes illustrate the adaptivity of the agent regard-
ing presentation of instances of a known schema
in previously unseen stories. The evidence of un-
derstanding for the schema instance in the story
under discussion is used to update the probability
distributions for the grounding state of the instance,
as well as that of the underlying schema. These
new probabilities are later used by the system to
adapt dialogue moves happening potentially sev-
eral turns after the evidence was provided by the
user. In the example dialogues, the adaptation hap-
pens in the last turn of the agent when a new story
containing a known schema is introduced to the
user. For reasons of simplicity, the exchanges in
the dialogue boxes happen in the system where the
prior probability distributions for grounding state
have just been initialised and were not changed by
previous turns. For update rules and descriptions

of nodes from the memory graph, see sections 3.2
and 3.1, respectively.

AGENT: Can you name an important point
from the story "Fall of the Dictatorship"
that describes the problem in the story or
its solution?

USER: No.

[(1) Update P(G|U) for all DIS nodes for
schemata instances in "Fall of the Dictatorship"
with u = 0, leading to ' in category "low"
(2) Update P(G|U) for all DIS nodes for
schemata in "Fall of the Dictatorship" with u =
(17 07 0)]

AGENT: No problem, I will explain the im-
portant points of the story to you in a
moment!

AGENT: One important aspect of the story
"Fall of the Dictatorship" was that the
big army of the general had to be divided
in smaller groups, so that the mines on
the road don’t get triggered. Thus we see
that the principle of "strategic division"
was important here for the successful res-
olution of the problem.

USER: Okay.

[(1) Update P(G|U) for the DIS node for
schema instance with schema name "strategic
division" and story name "Fall of the Dictator-
ship" with w = 1 leading to p’ in categories
"low'" and ""medium"'

(2) Update P(G|U) for the DIS node for schema
called "strategic division" withu = (1,1,0)]

[(1) After several unrelated turns, when the next
example containing "strategic division" gets pre-
sented, the DIS node for this schema has the
highest expected value for P(G|U) in category
"low"'

(2) Apply rules to determine u,,, for category
"low'': when m is "elicit generation", U, is
expected to be negative, predicting "low'" pos-
terior; when m is "present alignment" u*,, is
expected to be positive, predicting "'medium"'
posterior|

AGENT: A relevant feature of the story "Tank
Assault” was that the available tanks
were divided and positioned on different
bridges, so that they could cross these
narrow bridges. It means that the princi-
ple of "strategic division" is important
here. Similarly, in the story "Fall of
the Dictatorship” the troops were divided
into smaller groups, so that mines on the
road don’t get triggered.

When a story is introduced to the explainee, they
are asked whether they can identify any "important
points", i.e., schemata present in it. In response, the
explainee can describe any concepts that in their
opinion contributed to the solution of the problem
in the story. The system then evaluates whether
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valid schemata instances were named and/or de-
scribed and updates the probability distributions of
related DEs. This results in different states of the
system and different behaviour later on.

In the first example, the user does not identify
any schemata. Using this negative feedback and the
grounding state update rules presented previously,
new posterior distributions P(G|U) are calculated
for the grounding state of all schemata present in
the story under discussion. The system is then
required to introduce a schema (e.g., strategic di-
vision) to the user by describing its instance in the
current story. The user can give feedback to signal
their level of understanding. "Okay" is interpreted
as positive feedback by the system. This leads to
updates of grounding state distributions on relevant
memory graph nodes. Later in the dialogue, when
a new story containing the schema strategic divi-
sion is presented to the user, the system chooses the
appropriate dialogue move by predicting the most
likely evidence of understanding usx,,, for each of
the available dialogue moves m considering the ex-
pected grounding state category of the schema and
the uniform prior over the grounding state corre-
sponding to the unseen schema instance. Here, the
expected grounding state category is "low" based
on previous interactions, so the system chooses the
dialogue move present alignment, i.e., to explicitly
tell the user about the instance of strategic division
in the new story and compare it with the instance
of this schema from the previous story.

In the second example, the user correctly iden-
tifies the schema strategic division in the current
story, which is recognised by the system using the
approach described in section 3.3. In this case,
the grounding state distributions related to the gen-
erated schema and its instance in the story under
discussion are updated using previously defined
special rules for high-quality evidence of under-
standing. Later on, when a new story containing the
schema strategic division is introduced, the system,
as described above, chooses the appropriate dia-
logue move by predicting ux,,,. Now, however, the
expected category of the schema grounding state is
"high", and so the system predicts that the dialogue
move elicit generation will result in successful gen-
eration of the schema instance in the new story by
the user, giving the system the best possible evi-
dence of understanding. Given the uniform prior
over the grounding state of the new schema in-
stance, this would result in the best expected value

of the posterior distribution, therefore, the move
elicit generation is chosen.

AGENT: Can you name an important point
from the story "Fall of the Dictatorship"
that describes the problem in the story or
its solution?

USER: Yes, it was an important point in the
story that the army was divided into
smaller groups so that the mines on the
road don’t get blown up.

[(1) Recognise that user is speaking about the
schema called "strategic division"

(2) Update P(G|U) for the DIS node for schema
instance with schema name "strategic division"
and story name "Fall of the Dictatorship", so that
W' is in category "high"'

(3) Update P(G|U) for the DIS node for
schema called "strategic division" with u =
(_ 1,-1,1 )]

AGENT: You have correctly identified one of
the important principles of this story. It
is called "strategic division". Now I
will help you identify other concepts that
played an important role in the solution.

[(1) After several unrelated turns, when the next
example containing "strategic division" gets pre-
sented, the DIS node for this schema has the
highest expected value for P(G|U) category
"high"

(2) Apply rules to determine u*,, for category
"high'': when m is "elicit generation", U, is
expected to be maximising, predicting ""high"
posterior; when m is "present alignment" u ,
is expected to be positive, predicting ""medium"'
posterior]

AGENT: Can you recognise the concept of
"strategic division" in the story "Tank
Assault"? If so, then please tell me how
it is expressed here.

5 Conclusion and future work

This paper presents a hierarchical grounding state
prediction model that allows an explainer agent to
adapt dialogue moves regarding previously unmen-
tioned domain elements.

This is necessary in scenarios such as instruc-
tions in analogical problem-solving, as through the
principle of schema induction users can learn gen-
eralised schemata and apply them to new domains
autonomously. Following the principle of scaffold-
ing (Rohlfing et al., 2021), the agent has to be able
to predict the grounding state of relevant domain
entities in order to build up on the available knowl-
edge in the explanation process and make it more
engaging and cooperative. While these are the ex-
pectations placed on the agent, the system can only
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be comprehensively evaluated in a series of empiri-
cal studies. Preparing for these is the next step in
the project. Interaction data with real users needs
to be collected in order to construct a generative
model for evidence of understanding to move away
from the rule-based approach currently employed
for posterior prediction of grounding state after a
specific dialogue move. Additionally, it would be
interesting to expand the research on high-level
strategies for explanation planning and investigate
whether and how those could/should be adapted.

Limitations

Inference of common ground in humans incorpo-
rates complex cognitive processes the exact com-
bination of which is not fully understood. A com-
putational model dealing with these processes nat-
urally features a lot of limitations. A system that
strives to be co-constructive in conversations with
humans also needs to be efficient and interpretable.
For reasons of efficiency, the proposed grounding
state prediction model uses conjugate priors for
Bayesian inference. However, conjugate priors of-
ten do not capture the full complexity of real-life
data and events. Only results of an empirical study
can show whether they are sufficiently good for the
intended application.

Another limitation relates to the interpretation
of feedback. While feedback fulfils a variety of
communicative functions in interaction, such as sig-
nalling contact or perception (Allwood et al., 1992),
the proposed agent interprets it as evidence of un-
derstanding. However, the system should react
differently to a user signalling negative perception
than to a user signalling negative understanding.

Additionally, the interpretability requirement
makes the use of "black box" machine learning
models inside the system problematic. Tools such
as LLMs are powerful and can allow the system
to engage in more complex dialogues, where tasks
such as text summarisation and paraphrasing are
required on behalf of the system. However, the
risk posed by hallucinations of the language model
cannot be eliminated completely. Even though the
adaptive nature of the developed agent should miti-
gate it, potential downstream errors might still have
a negative effect on understanding, overall success
in the problem-solving task or acceptance of the
agent. Despite this, multiple applications of LLMs
should be considered in more detail, for example,
automatic generation of domain knowledge rep-

resentations, including abstractions of generalised
schemata and analogous concepts from text descrip-
tions of problems, as well as generation of training
data for classic NLU approaches.
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Abstract

Enabling classification models to deliver suc-
cessful explanations requires such models to
not just deliver an explanation on top of their
classification, but to adapt to the explainee in
presenting arguments and details that the ex-
plainee may ask about. We present data collec-
tion settings that aim at eliciting such dialogical
classification explanations in the context of vi-
sual dialog where dialog players need to draw
conclusions based on this image. We then de-
scribe data from a naturally occurring setting as
well as two game settings and how the prelimi-
nary data we have collected can inform model
building.

1 Introduction

Neural network methods have pushed the bound-
aries of automating classification tasks in many ar-
eas of research. For tasks that involve language and
image data, such deep learning models are able to
reach ever increasing accuracy. A common concern
with any kind of automated classification method
is its opacity in terms of how it derives its decision
based on the training data it was fed. This concern
does not just target the human desire to understand
what is going on internally but also the necessity
to detect and correct possible mistakes or unde-
sired biases in the underlying data. Furthermore,
a model’s reasoning can inform us about patterns
in the data or training setup that can either inform
human decision-making or correct misconceptions
about cause-effect relations, as case studies from
deployed models show (Caruana et al., 2015).
The area of Explainable Al has become more
active again in recent years, focusing on different
types of methods that can make a model under-
standable in some way.! These methods commonly

'We acknowledge that there is no consensus about terms
such as transparency, explainability, interpretability, justifia-
bility and others. We use the term explainable in a loose way
that incorporates aspects of any of the other commonly used

present a user with an explanation alongside their
classification, without the user being able to further
question this explanation. In Miller (2019)’s terms,
these methods focus on the cognitive process of
finding a decision rather than the social process
of delivering the decision to a specific interaction
partner.

In many everyday scenarios, human decisions
are open to debate: a decision can be questioned or
challenged, or a listener may want to ask questions
about how the decision came about. For example,
students want to understand a grading decision or
patients a medical diagnosis. These explanations
are user-dependent, i.e. the explainer takes the lis-
tener’s previous knowledge or intent into account
(Miller, 2019).

The structure of such explanatory dialog has
been studied by Walton (2009) and has been em-
pirically affirmed by Madumal et al. (2019), who
have annotated naturally occurring data of different
multi-party explanation settings.

In his survey of sociological research on expla-
nation, Miller (2019) points out that current re-
search on Explainable Artificial Intelligence sys-
tems misses some features that human explanation-
giving is known to posses from various studies in
sociology and neighboring disciplines. One aspect
that we take up here is the aspect of interactiv-
ity. In conversation, explanations are not given
in isolation, but are embedded into the context of
a decision that is reached by two or more speak-
ers in a collaborative process and that takes into
account the explainee’s knowledge about the is-
sue. Research has shown that conclusions that are
reached in such a collaborative fashion are more
often correct than an average of individual conclu-
sions (Karadzhov et al., 2022b). Agents that can
explain their claims on human terms are therefore

terminology. We are interested in models that can express their
reasoning about a decision in natural language, thus giving a
human-understandable explanation.
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Player A 4’
’—b[ Proposal ]—D[Justirication]»‘l
|
Stimulus Discussion Agreement
| | ]
\—b[ Proposal ]—D[.Justirication]»

Player B

Figure 1: Schema of dialogical classification dialog.

likely to help humans make better decisions than
they would individually.

Even though some data exists from which such
agents can be modeled, it consists largely of only
textual data that deal with different topics of dis-
cussion, i.e. there is no visual dialog context. In
our effort to build explanatory agents that can deal
with multimodal input we introduce two new tasks:
WORDLE with images, based on the popular Wordle
word game, and a collaborative image classifica-
tion task that comes in two variants: human-human
(which we call JUJU for “judgment justification™)
and human-agent (which we call S1JU for “single-
player justification”). We also present data from
a naturally occurring dialogical classification set-
ting in discussion forums (below called FORUM).
The games we propose differ in their settings and
can be used to test the ability to make associations
between words and images, and the ability to give
and evaluate reasons for proposals.

In the next section, we go into detail about how
we intend to extend Miller (2019)’s and Walton
(2009)’s models in the context of dialogical clas-
sification. We then describe the data collection
settings (Section 3) that we use to elicit reasoning
chains in interactions. We present example dialogs
along with qualitative analyses in Sections 3.3 and
3.4. We end by reviewing related work (Section 5)
and summarizing our conclusions with an outlook
on future work (Section 6).

2 Collaborative Explanation

Rather than looking at explanations in a general
sense, we want to constrain ourselves to explana-
tions of a specific type: Explanations for a classi-
fication decision, i.e. given a label [ € L and an
input instance ¢ € I, where L is a set of labels and
1 is a set of images, we want to see dialog around
the question “Why was [ assigned to ¢?”.

More specifically, we wish to see dialog that

STOP
Explainee

Explainee Explainer finds Explainer Explainee
asks why- [—J» presents _’anoma\yin_’ explains |—p» accepts

question. slory. story. anomaly. explanation,
Examination
holds up or examination probes

EXPLANATION
DIALOGUE
is refuted, [#—] _dialogue - 14— moves by both [ deeper: not

successful. parties. satisfied.
h 4
Explanation
evaluated. [ srop

EXAMINATION
DIALOGUE

Figure 2: A model of argumentation and explanation in
dialog proposed by Bex and Walton (2016, Fig. 4)

The story Sequence of Explainee

fulfills the following constraints:

* Grounded justifications: Justifications for a clas-
sification label must be grounded in the input
data, i.e. when presented with a label, the expla-
nation must refer to (features of) the particular
instance and the domain of the classification.

* Reasoning towards an agreement: Rather than
explaining a past decision, e.g., “Why did you
do this?”’, we want to see how a decision agree-
ment about a future event is reached, e.g., “What
decision should we make and why?”. These rea-
soning chains typically start with a proposal for
a solution that is then explained for an explainee
but the explainee can make a counter-proposal
that can become the solution.

» Symmetric roles: We are looking for scenarios
in which neither dialog participant knows the
ground truth. We are particularly interested in
seeing how humans reach a conclusion based on
the input that they see and what it takes for one
player to agree to the other and when counter-
proposals are made.

Looking at Bex and Walton (2016)’s model of
explanation dialog that we show in Figure 2, we
can see how explanations are initiated by a why-
question and how an examination subdialog hap-
pens when the explainee requires more insight into
the explainer’s reasoning. In this model, the di-
alog ends when either the explainee accepts the
explainer’s justifications or the explanations (the
story) are refuted. Table 2 shows some examples
of data that Madumal et al. (2019) have gathered to
empirically verify the model. From these examples
we can see that the topics of discussion in this data
is rather abstract and cannot be grounded in the
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Task/Data FORUM Sdu JuJu WORDLE
Sources/Collection method  Reddit, Whatbird  slurk, AMT, Prolific  slurk, AMT slurk, Prolific
Images Reddit, Whatbird CUB CUB ImageNet, WikiCommons
Class descriptions — Whatbird Whatbird —

# dialogs 400 38 11 8

Table 1: Summary of collected data and sources. Appendix A lists details about the data sources.

#|A B C

[Question [Source ]
Over time, did you go, “I need to think this|Journalist
through”? Interview

To what extent are you concerned that we might
see this problem emerging as a significant chal-
lenge [...]

What does that suggest to you? Chatbot
What are your feelings now? transcript
How did you guys decide who would walk on the|Reddit
moon first.

Why were you wearing this BYU shirt?
What difference would that have made under the|Court
terms of the Hobbs Act? transcript
Why isn’t that enough?

Table 2: Examples of questions that initiate an expla-
nation in the data analyzed by Madumal et al. (2019).
Answers to these questions cannot be grounded in the
external dialog context.

dialog context and that the roles of explainer and
explainee are fixed throughout the dialog, e.g., as
interviewer and interviewee. The model and data
thus gives insight into the structure of explanation
in general and especially shows how the explainer
must coordinate with the explainee to reach a com-
mon understanding. However the model is not fine-
grained enough to capture the phenomenon that we
wish to model in which the dialog participants both
need to reach an agreement.

Figure 1 shows a schematic diagram of the dia-
log structure we aim to collect data for. The roles
between explainer and explainee can change at any
time as players propose a class label for the stimu-
lus. Discussion can lead to players to retract their
proposal, e.g., when the other player detects an
inconsistency, or to decide on which proposal is
better. The dialog ends when players reach an
agreement.

3 Data collection settings

In this section, we describe four different settings
of dialogical classification, and discuss examples.
We start with showing examples of dialogical clas-
sification “in the wild”: forum discussions in which
users are looking to classify images of birds (Sec-
tion 3.1). We discuss how this setting, while be-
ing close to our target, is unsuitable to model dia-

[A)B,C1 ,.;'.___ New
birder - need help to see if
I’'m able to get a positive
ID on this Sparrow! Options
I’m seeing are Swamp Sparrow,
Lincoln Sparrow or Song Sparrow.
Understand positive ID might
not be possible since I don’t
have the belly in the photo.

—_

2 ;B)Al That is a Song Sparrow.

3 rc)a1 I agree with Song Sparrow

4[A>B,C] What’s the giveaway for

you - the pattern on the back?

5 B)A1 Pattern and color.
;B)Al Lincoln’s Sparrows have buff

6 mustachial stripes and cleaner back
patterns.
;B)A] Swamp Sparrows have more

7 orangey brown wings and lack the

thick dark malar stripes that Song
Sparrows have.

ta)8,c1 Thanks so much for your

help!

<]

Figure 3: A shortened transcript of a forum interaction.

logical classification as an agreement game. The
following three sections describe tasks, data, and
methods from our own pilot data collections, for
which participants were recruited via crowdsourc-
ing platforms. In two of these settings (JuJu, S1JU,
Section 3.3), players interact in the same domain
of bird classification. In the fourth setting (WOR-
DLE, Section 3.4), players need to take into account
several pieces of information (including visual) in
order to successfully win a game that they play
together. Before describing the settings, we briefly
describe the data collection method in Section 3.2.

3.1 Forum data

Dialogical classification happens as part of every-
day life. For example, in the domain of bird classifi-
cation, it is common for people wanting to classify
a particular bird that they have spotted in their back-
yard or during a walk. In specialized forums like
WhatBird and general forums like Reddit, anyone
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can post an image of a bird and ask others to help
them classify the bird. One or more users can then
propose a label, explain their choice, and discuss
with other users to reach agreement.

Tasks and Data We have collected 130 forum
threads from the platform Reddit*> and 270 threads
from the platform WhatBird® in which a user
posted an image of a bird and asks for help with
classifying the image. This data has the potential
of showing dialogical classification explanations
according to the schema in Figure 1 because a di-
alog can have a variable number of players in the
explainer role. The user posting the request for
help is a fixed explainee in this setting but can also
ask questions and make proposals. Explanations
are likely to be grounded in the specific image up-
loaded with the request.

For the purpose of this work, we only include
forum threads that start with a user posting an im-
age and making a clear classification request that
is followed by at least one proposal for a label.
Before doing any analysis, the data is cleaned of
sensitive information such as usernames and urls.
Usernames are translated into neutral identifiers.

Example forum data Figure 3 shows an example
forum thread. The dialog starts with A requesting a
label and explanation for an image and also giving
3 initial proposals. Two users B and C each provide
the same label (turns 2 and 3, with C explicitly
agreeing with B) but no explanation. A requests
an explanation for the label and B explains the
decision in turns 5-7. In this particular case, the
explanations also use the principle of exclusion in
that they refer to features not present in the image.
The dialog ends with A accepting the proposal in
turn 8.

Dialog structure Even though both forums are
specifically targetted at birders, users in these fo-
rums may have different motivations for contribut-
ing their knowledge. Providing a label for an image
is a courtesy and there is no consequence in being
incorrect. In fact, for this data, like for most of the
data analyzed by Madumal et al. (2019), no ground
truth is available to us as for the correctness of the
final answer.

In order to get insight into whether this data ex-
hibits the structure of dialogical classification, we

2 https://www.reddit.com, subreddits whatbirdisthis,
whatisthisbird, and whatsthisbird
3https ://forums.whatbird.com/

# Example

1 Great Potoos are distinctly more white/pale-colored than
this bird and they have black eyes.

2 Too large to be Cattle Egrets, and I would have discerned
the yellow bills.

3 The white throat really is a great field mark for White-
throated Sparrows; it’s distinctive even if they have the
drab/tan head stripes

4 Goldfinches have shorter more conical beaks compared to
the Scarlet Tanager’s long slightly curved beak.

5 Even at this angle, it has a slight recurve

Table 3: Examples of forum contributions that reject a
proposal or explanation.

look for contributions in the threads in which a
user rejects a proposed label or explanation and
thus starts a detailed discussion about whether a
label matches an instance. We find more than 500
such instances in the 400 dialogs and show exam-
ples in Table 3. In the examples, explainers go into
detail about why they reject a label and seem to
be using a similar strategy of describing concept
boundaries that Myrendal (2019) has described for
discussions around word meanings: The explana-
tions contrast features of different classes with each
other in reference to the stimulus image. These
contrasts naturally contain many negations, e.g.,
by mentioning what an instance of another label
would look like (cf. Table 3). While this strategy
is valid and interesting to analyze in the future, we
are looking for explanations that can be grounded
more directly in the image or dialog context, i.e.
for positive evidence rather than negative evidence.
In the examples, explainers very often reference
prototype birds that are not immediately available
in the data. As such, these forum interactions are
an interesting next step in which a classification
model must also learn to reason about the class
representation it has built. As a first step however,
we work towards the settings where the explana-
tions can be grounded in the immediate context. In
addition, this forum data cannot be extended with
additional threads on demand as can be done with
the tasks we present in the following sections.

3.2 Collecting chat data

For the following three tasks (S1Ju, JuJu, and
WORDLE), we have used the slurk chat framework
(Schlangen et al., 2018; Goétze et al., 2022) to set
up a chat environment in which players play the
game via their internet browser. In each task, play-
ers see a chat interface, the game instructions and
any game-specific visual material, such as images.
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Examples of the interfaces are shown in Figure 4.

An automated game bot that we call GameMas-
ter helps the players navigate and informs them
about invalid actions and the game score. In the
case of the S1JU task, the GameMaster is also the
player’s dialog partner, asking questions to elicit
more explanations.

We collect interactions via the platforms Ama-
zon Mechanical Turk and Prolific. Table 1 shows
our sources for materials and participants. All data
was collected in English. All chat logs are stored
on a local server at the authors’ institution. Worker
IDs are connected to chat ids via a token that play-
ers obtain after they finish playing. This allows us
to track players who play the game repeatedly and
potential repetitions of the same images or words.

We pay workers an average of about $13.00 per
hour over all collected data.

3.3 SiJuand JuJu: Judgment Justification

As we have described in Section 3.1, the natu-
rally existing forum data contains aspects of the
dialogical classification structure that we aim at
but still contains many explanations that cannot
be grounded in the immediate dialog context. In
this section, we describe two variants of a game in
which we constrain the dialog context in a way that
allows players to use contrastive explanations that
can still be grounded in the context.

We create two variants of a game in which play-
ers are tasked to match an image with a description:
In the setting that we call JUJU, two players are
tasked to create a mapping between 3 images and 3
descriptions. In the setting that we call S1IJU, we re-
place one of the dialog participants with a bot agent
that takes the role of a critic. Collecting interaction
data for synchronous settings poses an additional
challenge in timing participants. With the S1JU
setting, we want to investigate whether the illusion
of a dialog can be created to the extent that a player
will elaborate on their decision further.

JuJu Task Two players are shown 3 images of
birds and 3 class descriptions and are tasked to cre-
ate a mapping between the images and the descrip-
tions. Figure 4 (top right) shows the visual dialog
context that participants see. Both images and de-
scriptions are labeled for easy reference (A/B/C and
(1/2/3, respectively). In order to avoid the play-
ers making decisions by exclusion, the mapping
need not include all the images or all the descrip-
tions, there can be images without descriptions and

descriptions without images and the players are
informed about this. One round ends when the
players both enter their joint decision in free text.
The game ends after three rounds.

The GameMaster’s role is to keep track of time
and contributions and keep the players informed
about the state of the game. For example, the
GameMaster will not accept decisions without
prior discussion between the players.

S1Ju Task In this variant, the player’s task is to
decide whether a description fits an image. The
player only sees 1 image and 1 description, Fig-
ure 4 (top) shows the interface. The game first asks
“Does the description fit the image?” and the player
answers by clicking one of the buttons yes, no or
maybe.

The GameMaster that has both the roles of game
manager and dialog partner then asks for a justi-
fication of the decision. Players click next when
they think they have explained enough. The game
ends after three pairs.

The GameMaster’s role is to challenge the player
in their justification by using simple checks of the
player’s input. The GameMaster asks for addi-
tional explanation when the explanation falls below
a minimum length of 20 characters, fewer than 10%
of the features mentioned in the description were
taken up in the explanations, or when the explana-
tion is a substring of the description, i.e. the player
used copy/paste to answer.

For the images and descriptions, we use the USC-
Birds Dataset (Welinder et al., 2010). Besides the
bird images, the dataset contains symbolic attribute
representations for each bird species. This informa-
tion is used by the bot to determine which attributes
have been mentioned and also allows us to create
image-description pairs that have a substantial over-
lap in order to create pairs where the decision is
sufficiently difficult to make.

Collaborative classification in S1IJU and JuJuU
Figures 5 and 6 show examples of collaborative
classification dialog in the S1JU dialogs. In Fig-
ure 5, the GameMaster is not satisfied with the
initial explanation and prompts player A to explain
further some of the attributes that have not been
mentioned before. Player A goes into detail about
how the image and description match — making
turn #4 a good example of a grounded explanation.
In Figure 6, the player goes into detail about the
attributes that are mentioned, using positive and
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Does the description match the image? Why (not)?

You will see an image of a bird along with a description of a bird species.
Dh:cl::; if the description matches the image by selecting "Yes", "No" or

"May|

Please provide as much detail as possible in the chat on the left to explain your
reasoning.

‘When you're finished, click "Next" to move on to the next item.

This medium-sized
gull has gray
upperparts and white
underparts. It has a
white head and yellow
bill with a black ring
near the tip. The
wings are gray above,
tipped black with white
spots, and white

. below; yellow legs and
feet.

Does the description match the image?

‘ Yes H

L

Find out which bird belongs to which species.

You are presented im: of birds and descriptions of bird species. Your task is to decide -- together -- which of the
birds in the images (if any at all) belong to which of the species described.

(I) Discuss what you are seeing and if any of the birds in the images belong to any of the species described below
- and, if yes, which. For each species there will be at most one matching im:

(2) Once au agree which birds in the images belong to which of the species, you BOTH need to type /decision

(don't et the slash), followed by a brief summary of your decision to indicate that you have agreed on a decision

and to finish the game.

(3) Agreeing on a solution is sufficient to finish the game. However, you will receive a bonus only if you get it right!

A) Large, heavy-billed flycatcher with dark olive-bi ked olive-bi sides, and white
underparts. Head has slight crest and faint white eye-ring. Wings ave dark with two pale bars. Dark tail is relatively
short, broad, and slightly notched. Black legs, feet.

B) Small, stocky swallow, dark blue-gray pale imp, b Forehead is white
or buff while throat, sides of face are orange-brown. Crown is blue black, blII is shon and black. Tail is dark and
squared. Legs and feet are gray.

C) Small flycatcher with olive-gray upperparts, gray breast, and pale yellow belly. Eye-ring is white. The bill has
pale lower mandible with dark tip. Legs and feet are black.

Together with your partner, guess the secret 5-letter word. The image gives you a hint,
but the connection may be indirect.

In this game mode, only one of you sees the image and needs to describe it to
the other person.

‘You must submit the same guess as your partner, so coordinate! If the guess is not
correct, you get more hints.

The earlier you guess the word, the more points you get, so put your heads together!

Green: the letter is in the right
position.

the letter is in the wrong
position.
Grey: the word does not contain this
letter.

EMEEFMETREE
FFEFFEEEE
e e

Figure 4: The visual interfaces for the S1IJU (top left), JUJU (top right), and WORDLE (bottom) games. The interface
also includes a chat area that is not shown here. The complete interfaces are shown in Appendix C.

negative references (“The upperparts do not look
reddish.”).

Figure 7 shows an extract of a JUJU dialog in
which the players first propose a solution (turns #1
and #2: B: “3c for sure”—A: “yeah I was thinking
C could fit 2 or 3”) and then take turns to explain
it in more detail (turns #3 to #6). Here, too, do the
players use specific details from the descriptions
and ground them in the images, using both the
existence and absence of features they see in their
explanations (“B says pale yellow belly and 2 and
3 have white bellies”, “1’s belly is not pale yellow
and it doesn’t have an eye ring”, “The wings are
dark with two white bars”).

3.4 Wordle with Images

This 2-player game is an extension of the popular
Wordle word game* in which participants need to

4https ://www.nytimes.com/games/wordle

find a 5-letter word. In addition to cues that specify
whether single letters are in the correct position or
not, our version also includes an image as a cue
for the target word. In this setting, the decision
that players make is not a label for the image, but a
sequence of letters that needs to adhere to a number
of constraints: The target word needs to be related
to the image and it needs to fit the letter cues that
the GameMaster provides as the game progresses.
Participants need to agree on their next guess before
entering it. The maximum number of guesses is six.
The GameMaster’s role is to provide letter-based
cues and guide players through the mechanics of
the game, e.g., informing them when their partner
has entered a guess. Figure 4 (bottom) shows a
screenshot of the visual game interface.

For our pilot data collection, we have manu-
ally mapped images with target words. In order
to elicit meaningful dialog, the mapping must be

64

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16-17, 2023, Maribor.



W W
o 3 ’ N

Medium, active warbler with black upperparts and hood, dis-
tinctive orange-red patches on wings, sides, and long, fanned
tail, and white underparts. Bill, legs, and feet are black.

#|A B

Medium-sized wren with rufous upperparts and buff under-
parts. Eyebrows are white, wings and tail are dark barred with
white flecks. Throat and chin are white. Bill is decurved. Legs
and feet are pink-gray.

a8l The description matches the image -

all components have a corresponding part

to the image. You could disagree on the
disambiguation of Warbler but the colour,
pattern, plummage and characteristics of

the bird match the description.

2 |ay81 ACTION: BUTTON-NEXT

B)Al1 I’m not convinced yet. What do you

—

3 think about the other attributes, such
as the side and the feet?
aBl  The  description  states  that

the sides have distinctive orange-red
patches. The image shows that the sides
4 lhave distinctive orange-red patches. The
description states that the feet are
black. The image shows that the feet
are black.

Figure 5: An extract of a STJU interaction. This example
shows how the bot prompts the player to be more precise
in their explanation. The player then adds more details
that can be grounded in the image details.

sufficiently indirect (showing an image of a piano
for the target word piano does not require the play-
ers to discuss more than their agreement). We also
add difficulty by showing the image to only one
of the players so that this player needs to describe
details of the image to their partner.

Collaborative classification in WORDLE In the
WORDLE task, the players now need to observe
additional constraints: The target word must be
related to the image in some way, it must have
exactly 5 letters, and it must adhere to the letter-
based feedback. Figure 8 shows an extract in which
the players discuss one aspect of the constraints —
the letter-based feedback. This subdialog is a good
example of one player (A) verbalizing the visual
feedback by making a proposal for what the next
guess must look like (“None of the other letters
are in the word. Just C.”). The other player B
then takes up the proposal by rejecting it because
it has misinterpreted the feedback (“there is an a
Jjust in a different position”). A accepts the counter-
proposal in turn #5 and makes a new, more specific
proposal in turn #6.

#|A B
tae] Medium sized is plausible as this
looks larger than the average wren.
hite-ish eyebrows are visible and
throat and chin are arguably white. Bill
is decurbed.

tmel I don’t know what rufous means, but
I’m guessing reddish. The upperparts do
not look reddish. Buff underparts are
evidence. Dark wings are evident, but
hite flecks are not. Tail, legs and
feet are not visible.

Ju—

Figure 6: An extract of a SIJU interaction.

4 Collaborative explanation models

In the previous section, we have shown data exam-
ples of different classification settings that all show
aspects of the dialogical classification explanations
we aim to capture. Specifically, we see how the
dialog partners propose solutions and reason about
details in images in descriptions in the S1JU and
JUJU settings, using both the presence and absence
of feature values in an image (grounded justifica-
tions). In the JUJU and WORDLE settings, we can
see how players make proposals, explain them, and
agree on them towards the game goal (reasoning
towards agreement). Especially in the WORDLE
setting, the larger number of constraints on the solu-
tions seems sometimes to elicit incorrect proposals
that the other player can counter (cf. the example in
Figure 8). Also in the JUJU and WORDLE settings,
players’ roles are equal, meaning that they alter-
nate between being explainer and explainee since
neither has the game solution (symmetric roles).

For classification models to give dialogical expla-
nations, what the data in the S1JU setting shows can
be considered a minimum capability: On request,
a model must be able to go into more detail with
an initial explanation, mentioning additional fea-
tures and possibly admitting that certain features
cannot be determined from a given image. The
modeling efforts of Li et al. (2018) and Park et al.
(2018) are close to this capability, however they
lack either the continued dialogical explanation or
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A
Large, crested flycatcher with olive-
green upperparts. Head, throat, and
upper breast are gray, belly is yellow,
and undertail coverts are lemon-yellow.
Bill is heavy and black. Wings are dark
with rufous patches. Tail is rufous.

Small flycatcher with olive-gray up-
perparts, gray breast, and pale yellow
belly. Eye-ring is white. The bill
has pale lower mandible with dark tip.
Legs and feet are black.

C

Medium-sized flycatcher with dull
olive-gray upperparts and pale olive-
gray underparts. Head has darker cap
and slight crest. The wings are dark
with two white bars.

#A

Game Master

;B)A]1 3c for sure
ta)81 yeah I was thinking C could fit 2 or 3
a8l A and B don’t seem to fit any of them

A W=

3c

a8l I agree
tnBl so for sure 3c
;B)A] yeah, 1 and 2 are confusing

O 0N W

(a8l B says pale yellow belly and 2 and 3 have white bellies. 1’s belly is not pale
yellow and it doesn’t have an eye ring so I don’t think B fits any of them
;B)A] slight crest. The wings are dark with two white bars. was what has me thinking

;B)Al 1 and 2 have no crests on their heads that I see

Figure 7: An extract of a JUJU interaction.

#A Game Master B
reM)a,B1 SUBMIT GUESS: cakes -

FEEDBACK: [C A K E S
aBl OK. It’s not cakes.
with C

a1 None of the other letters are in the
2

word. Just C.

3 B)Al there is an a

4 B)Al just in a different position
5

6

But it starts

a8l Oh yeah, sorry.
ta)B] Try Cotta

Figure 8: An extract of a WORDLE interaction.

the questions that the model has to answer are more
specific than a general “I need more explanation”.
The JUJU setting adds more advanced capabilities
in which an explainee can make an own proposal
that a model must be able to evaluate against its
own beliefs. Finally, the WORDLE setting creates
a solution space that is constrained by game rules
(5 letters, a limited amount of steps) and dynami-
cally changing context (letter-based feedback), as
well as a visual input. This latter setting requires
advanced reasoning skills and strategic game play
in order to stay within the maximum number of
allowed steps.

5 Related Work

A growing body of research investigates natural
language explanations in the context of classifi-
cation decisions. Wiegreffe and Marasovic (2021)

have compiled an overview of datasets, 10 of which
include free-text explanations in a variety of classi-
fication tasks that involve visual as well as textual
input. Two of these datasets are extensions to the
Visual QA task (Antol et al., 2015) in which a
model must answer consecutive questions about an
image (Li et al., 2018; Park et al., 2018), giving
specific elaborations for an answer. Others include
explanations for particular action decisions in a
given context, e.g., for self-driving cars (Kim et al.,
2018) or in a controlled game setting (Ehsan et al.,
2019). However none of these datasets include
multi-turn fine-grained negotiations and argumen-
tation, or allow the original model decision to be
changed during interaction.

There do exist datasets and analyses that put the
focus on the process of collaboratively reaching a
conclusion or agreement, rather than explaining a
specific decision or output. For example, Myrendal
(2019) details the collaborative process of negotiat-
ing word meanings using the example of online fo-
rums. In these interactions, the participants are not
necessarily reaching agreement, but give detailed
explanations for the aspects of a word meaning that
they find relevant in a particular situation. The FO-
RUM data we have shown in Section 3.1 is similar
in this respect. Similarly, Madumal et al. (2019)
have analyzed dialog data from different explana-
tion settings, including settings in which either the
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explainer or the explainee is an automated agent,
empirically affirming Walton (2009)’s theoretical
formalization of dialog structure.

Madumal et al. (2019)’s work makes visible
that explanatory interactions contain a component
of argumentation, in which claims can be ques-
tioned and counter-arguments be proposed. Com-
putational argumentation has its own line of re-
search that incorporates aspects that are important
for modelling an explainer, e.g., Wachsmuth and
Alshomary (2022) build a model that can gener-
ate arguments that are user-dependent, taking into
account the explainee’s previous beliefs.

While these settings assume specialized roles
for the interaction participants, these roles could
change throughout a conversation. In the do-
mains of negotiation and collaborative problem-
solving, participants are both explaining and being
explained to. Both types of dialog require partic-
ipants to justify their proposals or make counter-
proposals to achieve either a common or individual
goal. Data exists based on in-lab data collections
(Petukhova et al., 2016; Karadzhov et al., 2022a)
and Wikipedia data (De Kock and Vlachos, 2021).
DeliData (Karadzhov et al., 2022a) is very similar
to the WORDLE game we are proposing here in that
participants are explaining fine-grained options for
a solution, but there is no image context.

6 Conclusion and Outlook

All three settings that we have shown elicit aspects
of dialogical classification explanation. In the next
step, we plan to collect a larger number of dialogs
from each game and annotate them systematically
in order to add a quantitative analysis to the quali-
tative examples we have shown here.
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A Data usage

We have used material from a number of
sources. For the S1JU and JuJU tasks, we
have used texts and images from https://
forums.whatbird. com with their explicit permis-
sion that was granted via email. Images for these
tasks also come from the CUB dataset (Welin-
der et al., 2010). For the WORDLE tasks, we
have used images from ImageNet ILSVRC2012
dataset (Russakovsky et al., 2015) and Wiki-
media Commons (https://commons.wikimedia.
org/wiki/Main_Page). The corresponding target
words have been selected manually for now.

B Example dialogs

Figures 9, 10, and 11 show example dialogs for the
S1Ju, JulJu, and WORDLE games, respectively.

C Chat interfaces

Figure 12 shows the complete user interfaces for
the three data collections S1JU, JUJU, and WORDLE
at a larger scale.
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# A Game Master B
[Task intro]
B)A] Great! Let’s begin.
1 |ta)B1 ACTION: BUTTON-AGREE
8)A] Really? I don’t agree. Which attributes in the text make you think so? Convince
me!
(A8l The description matches the image - all components have a corresponding part
3 [to the image. You could disagree on the disambiguation of Warbler but the colour,
pattern, plummage and characteristics of the bird match the description.
4 |ayB1 ACTION: BUTTON-NEXT
B)Al I’m not convinced yet. What do you think about the other attributes, such as
the side and the feet?
(8] The description states that the sides have distinctive orange-red patches. The
6 [image shows that the sides have distinctive orange-red patches. The description
states that the feet are black. The image shows that the feet are black.
7 [tayg1 ACTION: BUTTON-NEXT
B)a] Okay, let’s get you to the next round. 2 to go!
9 [taye1 ACTION: BUTTON-AGREE
10 B)A] Really? I’m not so sure. Which attributes in the text make you think so?
Convince me!
(a8l The description matches the image - all components have a corresponding part
11 ito the image. The colour, pattern, plummage and characteristics of the bird match
the description.
12 [taye1 ACTION: BUTTON-NEXT
13 [B)A] ;’m still not sure. What about the other attributes, like the head and the
eyes?
14 [ED You could disagree that the head has a purple sheen, as some individuals have
a higher sensitivity to colour. However, the eyes are very dark. Unmistakeably so.
15 |tayg1 ACTION: BUTTON-NEXT
16 B)A] Okay, let’s get you to the next round. 1 to go!
17 [taye1 ACTION: BUTTON-MAYBE
18 B)Al Alright. Are there any features that you ARE certain about?
Which attributes in the text make you unsure?
19 [tayB1 Small. Yellow Underparts. chestnut-brown ear patch, black crown.
20 [cays1 ACTION: BUTTON-DONE
21 B)A] That was the last round. Thank you for participating!

o]

= P 5 7 —7

4 s,

Image iRy S I , ; RENE A% H T
Description Medium, active warbler Small blackbird with pur- Small warbler, olive-
with black upperparts and ple sheen on head, back, yellow upperparts, thick,
hood, distinctive orange- breast. Eyes are dark. black streaks on yellow

red patches on wings, Black bill, legs, feet. underparts. Bright yellow
sides, and long, fanned face, chestnut-brown
tail, and white underparts. ear patch, black crown.
Bill, legs, and feet are Wings are dark with large
black. white patches.

Figure 9: A transcript from a SIJU interaction. Text and description match for the first two images. The mismatch
in the third pair is a difficult instance as parts of the description are correct.
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#|A Game Master B
[Task intro]

rM)A,81 Yay! The game will begin now.

rnBl This is a test dialog.

B)A1 None of these is a gul, so A) doesn’t go with any picture
(A8l B) neither

ta)81 none of these match

B)A]1 DECISION: NO MATCH

eM)Bl Are you sure? Please discuss some more!

ra)g] DECISION: NO MATCH HERE

M)Al Are you sure? Please discuss some more!

a8l ¢ could go with 3, but 3 doesn’t have a black face

10 [B)A] or a pink bill

11 B)A] it’s more grayish

12 ta)e1 DECISION: NO MATCH

13 [temya1 Let’s wait for your partner to also type /decision.

teM)el Your partner thinks that the two of you have made a decision. Type /decision
and a brief explanation if you agree.

15 B)A]1 DECISION: NO MATCH

16 ramya,B1 Ok, let’s get the two of you the next level. 2 to go!

17 [tayB1 d goes with 4

O 0 I AN WUNPB W~

18 B)A] the others dont seem to match
19 a1 none of these have a white neck
20 B)a] and there’s no description that’s saying anything about a bird with a red head

21 [a)81 nothing with bright yellow either

22 a1 DECISION: 4D

23 [temyal Are you sure? Please discuss some more!
24 [aB1 yes I’m sure

25 |ta)s1 DECISION: 4D

26 [eya] Are you sure? Please discuss some more!
27 [A)B1 yes sure

28 8)A] I’m sure too
29 8)a1 DECISION: 4D
30 teM)Bl Let’s wait for your partner to also type /decision.

31 raM)al Your partner thinks that the two of you have made a decision. Type /decision
and a brief explanation if you agree.

32 |ta)g1 DECISION: 4D

33 [temya,B1 Ok, let’s get the two of you the next level. 1 to go!

34 8)A] ooh tricky

35 [B)A] C3?

36 [A)B1 yes agree

37 [ag1 and 1a

38 B)Al test
39 8)A] DECISION: 1A 3C
40 reM)e] Are you sure? Please discuss some more!

41 [ta)B1 yes sure

42 [ta)B1 sure

43 |tayg1 DECISION: 1A 3C

44 [temya1 Let’s wait for your partner to also type /decision.

45 teM)Bl Your partner thinks that the two of you have made a decision. Type /decision
and a brief explanation if you agree.

46 r8y)a] DECISION: 1A 3C

47 [temya,B1 The game is over! Thank you for participating!

Figure 10: A transcript from a JUJU interaction.
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A Game Master B
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49

50
51

52
53

reM)A,81 Welcome to Wordle with Images
[cM)A,B] Let’s start with the first of 1 images
a1 Hello!
iB)Al hello
;B)A1 my guess is the word music
rayeM1 GUESS: music
M)Al Let’s wait for your partner to also enter a guess.
teM)e] Your partner thinks that you have found the right word.
Enter your guess.
;ByeM1 GUESS: music
raMya,81 SUBMIT GUESS: music — FEEDBACK: M [U, S I C
a8l Do you have an image? I’m just seeing normal wordle
B)A1 yes i have an image, its of a homeless looking guy playing
a flute with a dog
ra)8] Audio?
rae] Wait no I
8)a] no aduio
a8l I’ve got no clue
[A)8] Any other details in the image?
;B)Al they arestanding on a crumpled blanket on a cobblestone
like sidewalk the dog is a dalmation
;B)A] the guy has a sleevless tank top and shaggy hair
(8] Maybe buddy? Because of his dog?
B)A] yes probably buddy
;ByeMl GUESS: buddy
M)l Let’s wait for your partner to also enter a guess.
M)Al Your partner thinks that you have found the right word.
Enter your guess.
rayeMl GUESS: buddy
reM)a,81 SUBMIT GUESS: buddy — FEEDBACK: B [U D D 'Y
8] Okay so we’ve got U and Y
a8l B and D are wrong
;B)A] i typed in funky before i switched to buddy
ta)81 0ooo funky could work, because of the music
rayeM1 GUESS: funky
M)Al Let’s wait for your partner to also enter a guess.
teM)e] Your partner thinks that you have found the right word.
Enter your guess.
iByeMl GUESS: funky
raMya,B1 SUBMIT GUESS: funky — FEEDBACK: F [U| N K Y
()8l Let’s guess Funky
a8l Lmao I'm a bit confused now
()81 Perhaps the word is unrelated to the picture?
B)A1 maybe
(A8l Puppy? Yuggy?
[A)B1 Ruggy*
8] Not even sure Ruggy is a word
[B)A1 puppy or pushy?
a8l Can’t be S, used that in Music
ta81 Wanna try Puppy?
[B)Al sure
rayaM1 GUESS: puppy
reM)al Let’s wait for your partner to also enter a guess.
M)l Your partner thinks that you have found the right word.
Enter your guess.
ByaM1 GUESS: puppy
[eMyA,81 SUBMIT GUESS: puppy - FEEDBACK: [P U P [P [Y
reM)A,81 YOU WON! For this round you get 10 points. Your total score is:
10

[M)A,81 The game is over! Thank you for participating!

Figure 11: A shortened transcript from a Wordle interaction. The image is taken from the ImageNet ILSVRC2012
dataset (Russakovsky et al., 2015).
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SiJu Task Room

su 171

Welcome!
'nmm.mknmmmsl You wil mageoiahlrdabngwnnauesmlpﬁanmahlmwe
Pross Start when you are roady. Gl ueecriol st sethe Rt ras RN
do a3 much detall s possibl nthechaton the et 1 oxpain your reasoning.
" When youte finshed, dlck "Next: (0 move on 10 ne
et Lors bagn

This is a medium-sized qull with a white head and underparts, gray wings and black
wing tips. The bill and legs are yellow, and it has a red eyering.

Does the description match the image?

Enter your message here!

JuJu Task Room

JuduBot 1509
Weicome to the JuJu Game!
presented images of birds and descriptions of bird species. Your task is to decide - together ~ which of the.
JuduBot | e images (if any at all) belong to which of the species described.
Romember the
{ollowing commands: = (1) Discuss what you s sesing and f any o thebirds n the to.any of i i -
, if yes, which. For each species there will be at most one matching image.

{2) Ones you agras which it n the mages belong 12 whic of the specio, you BOTH nesd to type decison (dont
JuduBot 500 fov_wl the :hsh). Tollowed by a brief summary of your decision to indicate that you have agreed on a decision and o
Command)
JuduBot

T i th game, ype: eady don et s

JuduBot
e ————

JuduBot 1500
Greatl The game willbegin now.

A) Medium, active warbler with black upperparts and hood, distinctive orange-red patches on wings, sides, and long,
fanned tail, and white underparts. Bil, legs, and feet are black.

B) Medium oriole with bright orange-yellow head and nape, and black back, face, throat, and upper breast. Billis
slightly decurved. Black wings have two white bars. Tail is black.

C) Small oriole, mostly bright orange with black hood and back. Wings are black with orange shoulder patches and
strongly white-edged feathers that appear as bars. Black base, center form T-shaped mark on orange tail.

Wordle Task Room

WordieBot2 1925
‘Welcome to Wordle with images Together with your partner, guess the secret 5-letter word. The image gives you a hint,
but the connection may be indirect.

Inthis game mods, only ons of you sees the image and needs to describe it to
Wordiegotz I the other person.

exremal.channal has foined the game. You must submitthe same guess as your partner, so coordinate! If the guess is not
correct, you get more hints.

WordleBot2 The earlier you guess the word, the more points you get, so put your heads together!
e e o etk nsuctions o e ht+

WordieBot2 1 Green: the lefter s In the right
Have fun! position
the lettr s in the wrong
position
. Grey: the word does not contain ths
WordleBot2 1925 s
Lot start with the frst of 3 images DDDDD

ENEEN

a||wl|E|R|T|Y|u]I]o]Pr

Alls|p|F|le|n|J|x|L

DEL (Z X C V| B| N M ENTER

Figure 12: The visual interfaces for the S1JU (top), JUJU (middle), and WORDLE (bottom) games.
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Lexical Level Alignment in Dialogue

Yikai Tseng
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Abstract

Alignment in dialogue is believed to make
communication progress smoothly. Lexical
alignment has been particularly well studied.
However, we hypothesise that it is not just
words that get aligned but also the overall dif-
ficulty level of the vocabulary used. For in-
stance, when talking to children or non-native
speakers, one chooses familiar words to ensure
their partner can understand their utterances.
We call this phenomenon “lexical level align-
ment (LLLA)”. This study investigates whether
LLA occurs in natural dialogues and the fac-
tors influencing LLLA by analysing an exist-
ing Japanese dialogue corpus. The analysis
revealed that LLA occurs in dialogues between
firstly-encountered native and non-native speak-
ers.

1 Introduction

It is well known that alignment at various levels oc-
curs between interlocutors in dialogue for success-
ful communication (Pickering and Garrod, 2006).
Pickering and Garrod (2004) proposed the interac-
tive alignment account of dialogue, which assumes
that the linguistic representations employed by the
interlocutors become aligned at various levels as a
result of a largely automatic process. However, a
single-level alignment does not necessarily lead to
a successful dialogue. The alignment at different
levels depends on each other, i.e., alignment at one
level leads to those of other levels, and the align-
ment in total leads to a successful dialogue (Picker-
ing and Garrod, 2006).

Lexical alignment is a typical alignment phe-
nomenon where linguistic descriptions by interlocu-
tors converge during the course of dialogue, and
they gradually use the same expression referring to
an object (Garrod and Anderson, 1987). Lexical
alignment is also attracting attention in the con-
text of human-computer interaction, conversational
agents and explainable artificial intelligence (Brani-
gan et al., 2010; Srivastava et al., 2023).

Takenobu Tokunaga
Tokyo Institute of Technology / Tokyo, Japan
take@c.titech.ac.jp hikaru.yokono@meisei-u.ac.jp

Hikaru Yokono
Meisei University / Tokyo, Japan

Sys 1: Is your router connected to the com-
puter?

Uh. What’s a router?

It’s the big black box.

Ok.. yes.

Do you see a small white box connected
to the router?

Yes.

Ok. Is there a flashing monitor symbol
at the bottom right of the screen?

The network icon?

Yes. Is it flashing?

Yes. It is flashing.

Ok. Please open your browser.

Usr 1:
Sys 2:
Usr 2:
Sys 3:

Usr 3:
Sys 4:

Usr 4:
Sys 5:
Usr 5:
Sys 6:

Figure 1: Dialogue example (Janarthanam and Lemon,
2009)

Janarthanam and Lemon (2009) proposed a dia-
logue system for troubleshooting which can choose
referring expressions depending on the lexical
knowledge of the user. Figure 1 shows an example
of their dialogue data. In Sys 1, the system uses the
term “router”, but the user does not understand the
word and clarifies what it is in Usr 1. This clarifi-
cation makes the system rephrase “router”” with a
simple expression “the big black box” in Sys 2, as-
suming that the user has little lexical knowledge in
the network domain. The system continues to use
simpler expressions like “a small white box™ and “a
flashing monitor symbol at the bottom right of the
screen”. However, once the user rephrases “a flash-
ing monitor symbol” with “the network icon” in
Usr 4, the system updates the user’s lexical knowl-
edge again. It starts to use technical terms like
“browser” in Sys 6. Janarthanam and Lemon (2009)
aimed to dynamically adapt the lexical choice to
the user’s lexical knowledge, as this example illus-
trates. Although they call this phenomenon lexical
alignment as well, we claim it should be distin-
guished from conventional lexical alignment.
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Besides troubleshooting dialogues, when adults
talk to children or native speakers to non-native
speakers, they try to avoid difficult words in the
first place and use easier words if their partner can-
not understand their utterances. Namely, the native
speaker aligns the lexical level of words in their
utterance to their partner’s. This phenomenon is dif-
ferent from well-known lexical alignment, where
the lexical choice of interlocutors converges to
align during the progress of dialogue. We call this
phenomenon “lexical level alignment (LLA)”. We
expect LLA occurs in natural dialogue as likely as
lexical alignment does. The system by Janarthanam
and Lemon (2009) above can be considered to aim
at realising LLA.

In this study, we investigate the phenomenon of
LLA by analysing an existing Japanese dialogue
corpus. Our research question is twofold.

RQ1: Does LLA occur in natural dialogue?
RQ2: What factors affect LLA?

Examining RQ2, we consider the following two
factors: firstly, the intimacy between two interlocu-
tors, whether friends or first-encounters; secondly,
the language proficiency level of the interlocutors,
whether a pair of native speakers or a pair of a
native speaker and a non-native speaker.

2 Related Work

Lexical alignment, the alignment of words, has
been widely studied and confirmed in various dia-
logues. Campano et al. (2014) confirmed that lex-
ical alignment occurs in human-human dialogues
both in natural settings and in Wizard of Oz set-
tings, where one of the interlocutors plays the role
of the virtual agent using limited utterances. Sin-
clair et al. (2018) analysed dialogues between sec-
ond language (L2) learners and tutors and con-
firmed lexical priming, which indicates lexical
alignment. They observed that alignment increases
according to the ability of the L2 learners and the
word complexity, and student-to-tutor alignment
has a stronger priming effect than tutor-to-student
alignment. Misiek et al. (2020) analysed child-
adult dialogues and confirmed that lexical align-
ment occurs in both directions. In addition, they
observed that adults align with children more than
vice versa, even if the factor of language production
ability was controlled. Although both Sinclair et al.
(2018) and Misiek et al. (2020) consider the differ-
ence in lexical knowledge between interlocutors,

their interest remains in lexical alignment. Wang
et al. (2014) analysed multi-party conversations in
online health communities and observed a strong
lexical alignment effect.

Xu and Reitter (2015) compared three metrics
for measuring linguistic alignment: indiscriminate
local linguistic alignment, repetition decay, and
Spearman’s correlation coefficient. The indiscrimi-
nate local linguistic alignment has the overall best
performance; it is especially favourable concern-
ing individuals’ inherent propensity of alignment.
The repetition decay is favourable for exploring
the correlations between alignments at different lin-
guistic levels. Spearman’s correlation coefficient
has poorer normality and consistency than the other
two. These metrics are developed for lexical align-
ment. We need to develop metrics to measure LLA.

Buschmeier et al. (2009) presented an alignment-
capable micro planner, SPUD prime, which uses
a priming-based interactive alignment model to
model human speakers’ alignment behaviour. Hu
et al. (2018) proposed the Dialog Adaptation Score
(DAS) measure to evaluate the adaptation in gener-
ated dialogues.

While the past lexical alignment research fo-
cuses on individual words from a microscopic view-
point, we look at the alignment of a macroscopic
property, i.e., the lexical level of interlocutor utter-
ances.

3 Data

3.1 Dialogue corpus

We use the BTSJ! Japanese 1000-person natural
conversation corpus® (BTSJ-1000 corpus hereafter)
(USAMLI, 2023) for analysis. The BTSJ-1000 cor-
pus contains 514 dialogues in various settings to-
talling 127 hours. The interlocutors have various
demographic properties regarding gender, age, first
language, and professions. Relations between inter-
locutors also vary. This demographic information
is helpful for us to investigate the factors that affect
LLA. The BTSJ-1000 corpus contains dialogues in
various situations, such as paper writing, interview,
role-play of apology dialogues, and so on. Since
we want to analyse the phenomenon of LLA in
natural dialogues, we consider only 368 chat dia-
logues of general topics such as travel and school
life in this study. Most of the themes of these chat
dialogues are left to the interlocutors.

'Basic Transcription System for Japanese
2https: //isplad. jp/lab/btsj_corpus_2023/

74

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



Table 1: Number of dialogues in the BTSJ-1000 corpus

N-N N-L
friend 141 43
first-encounter 125 59

Furthermore, we categorise these dialogues re-
garding two factors: intimacy between interlocu-
tors and the language proficiency level of interlocu-
tors. We have two cases for each factor, i.e., “friend”
vs. “first-encounter” for intimacy, and “N-N" and
“N-L” for proficiency level, where N-N stands for a
pair of native Japanese speakers, while N-L means
a pair of a native speaker and a Japanese learner,
i.e., a non-native speaker. Table 1 shows the num-
ber of dialogues in each category.

3.2 Metric of lexical level

We need a metric to measure lexical level in
Japanese (Tellols et al., 2023) to assess LLA
in Japanese dialogues. One common metric of
Japanese lexical level is the JLPT? level, which
classifies the vocabulary into five discrete levels
from N5 to N1, with N5 being the easiest and N1
the hardest. However, there is no available official
vocabulary list for the JLPT level, and the cov-
erage is lower, with only less than 10,000 words
in total in an unofficial vocabulary list*. Another
common metric is the occurrence frequency of BC-
CWI (Balanced Corpus of Contemporary Written
Japanese) (Maekawa et al., 2014). However, the
frequency-based metric heavily depends on the cor-
pus. In addition, since BCCW]J collects written
text, it is unsuitable for dialogue analysis.

To remedy these problems, we adopt the WLSP?
familiarity rate as the metric of lexical level. WLSP
is a popular Japanese thesaurus, including 96,557
words with four syntactic categories (nominal, ver-
bal, modifier, and other) and hypernymy and syn-
onymy relations among them (National Institute for
Japanese Language and Linguistics, 2004). Asa-
hara (2019) collected familiarity ratings of words
in WLSP through the Yahoo! crowdsourcing plat-
form with 3,392 participants. The participants were
asked to answer the familiarity of words regard-
ing the five perspectives: KNOW, WRITE, READ,
SPEAK, and LISTEN. To remove individual par-

3Japanese Language Proficiency Test

4http: //www7a.biglobe.ne. jp/nifongo/data/
noryoku.html

SWord List by Semantic Principles

ticipant bias, a Bayesian linear mixed model was
employed to estimate the familiarity rate for each
word. Familiar words are assigned a higher value.

As we are focusing on dialogue, we use the
LISTEN familiarity as the metric for lexical level,
which represents how often one listens to the word.
Low-familiarity words would be difficult to under-
stand for the listener.

4 Analysis

4.1 Preprocessing

4.1.1 Dialogue data

The transcribed text of the BTSJ-1000 corpus con-
tains annotation of paralinguistic information, such
as filler, intonation and interruption. Since we are
measuring lexical level, we remove this paralinguis-
tic annotation in utterances and leave the content
of the utterances.

4.1.2 Extracting WLSP words from
utterances

To measure the lexical level in terms of WLSP fa-
miliarity, we need to extract WLSP words from
the utterances. Since words are not separated by
whitespaces in Japanese sentences, we first con-
duct the segmentation of utterances into tokens by
a morphological analyser MeCab® with UniDic’
v3.1.0 as the dictionary.

To convert the tokens in utterances into WLSP
words, we use the WLSP2UniDic?® list, which pro-
vides the association between WLSP words and
UniDic tokens. However, this list only covers
WLSP words corresponding to a single UniDic to-
ken. Covering multi-token words is essential since
a token may occur more often with other tokens
than occurs alone, resulting in a higher familiarity
for the multi-token word than the token itself. For
instance, the WLSP word “gozaimasu (an auxil-
iary verb for a polite form)” with the familiarity
rate (LISTEN) of 1.48 is tokenised into two Uni-
Dic tokens “gozaru” and “masu”. Although the
token “gozaru’ is also a WLSP word, it does not
frequently occur and its familiarity rate (LISTEN)
is —0.51, being less familiar than that of “goza-
imasu”.

To ensure the validity of word familiarity, we
extend the WLSP2UniDic list to cover multi-token
WLSP words as follows. First, we tokenise the

https://taku910.github.io/mecab/
7https: //clrd.ninjal.ac. jp/unidic/en/
8https: //github.com/masayu-a/wlsp2unidic
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WLSP words not in the original WLSP2UniDic list.
However, we cannot simply apply MeCab to the
unlisted WLSP words since MeCab cannot accu-
rately tokenise them without a surrounding context.
Therefore, we conduct a string-based search for
utterances that include the unlisted WLSP words
in the dialogue corpus and tokenise the utterances
with MeCab. After confirming the consistency of
the token boundary and readings between the un-
listed word and the MeCab output, the correspond-
ing token sequence for the unlisted WLSP word is
added to the extended WLSP2UniDic list. In ad-
dition, we ignore the 19 unlisted words consisting
of a single Hiragana® since they are not commonly
used and cause many false matches.

We then construct a UniDic-to-WLSP list
by inverting the extended WLSP2UniDic list,
which maps UniDic token sequences to WLSP
words. If multiple WLSP words in the extended
WLSP2UniDic list correspond to a token sequence,
we select the WLSP word with the highest famil-
iarity, assuming that words with higher familiarity
are more likely to occur.

Finally, with the tokenised utterances and the
UniDic-to-WLSP list, we extract WLSP words
from the utterances using a dynamic programming
algorithm. Specifically, we compare the tokenised
utterances with the UniDic-to-WLSP list to find a
WLSP word sequence that minimises the number
of unmatched tokens and the number of extracted
words.

4.2 Method

As with lexical alignment, LLA is expected to oc-
cur as the dialogue progresses. When LLA oc-
curs, the difference in the lexical level of the words
used by the two interlocutors becomes smaller. To
capture LLA, we divide each dialogue into two
halves with the same length (in terms of the num-
ber of turns) and measure the lexical level of the
utterances by each interlocutor in each dialogue
segment. Consider a dialogue between A and B.
Let LLY) (p € {A, B}, j € {1,2}) be the lexical
level of the utterances by p in the j-th half of the
dialogue. When LLA occurs, we have

A:=LL? - Lr®) -1 — L) <o.

That is, the difference in the lexical level of the
interlocutors’ utterances decreases in the later half
of the dialogue. We calculate LLZ(,] ) based on the

°One of the Japanese writing scripts, a phonogram.

word types used in all p’s utterances in the j-th
dialogue segment.

We classify the dialogues into four groups by the
two factors described in the research questions and
perform a hypothesis test to check whether LLA
occurs in each group of dialogues.

4.2.1 Lexical level of utterances

We assume that each interlocutor has their lexical
level, representing that they understand all words
with familiarity at least this level. Under this as-
sumption, we define the lexical level of a word set
as follows. After arranging the words in ascending
order of familiarity, i.e., less familiar to more famil-
iar, we assume that interlocutors can communicate
even though they do not know the first ¢% of the
difficult words in the list. Then, we define the lexi-
cal level of utterances LLéJ as the lexical level of
the word set used in the utterances by p in the j-th
dialogue segment. In this study, we consider 25
and 50 (the first and second quartiles) for q. That is,
we assume that the interlocutors understand 75%
and 50% of the words used by their partners.
Since the lexical alignment implies the interlocu-
tors use the same words, it automatically induces
LLA. To ensure that LLA is not just a by-product
of lexical alignment, we exclude those words used

by both interlocutors when calculating LLI(,j ),

4.2.2 Hypothesis test

We conduct a hypothesis test to show that LLA oc-
curs. The null hypothesis (Hg) assumes that LLA
does not occur; in this case, there is no change in
the lexical-level difference of the interlocutors’ ut-
terances between the first and second half of the di-
alogues. The alternative hypothesis (H7) assumes
that LLA occurs; in this case, the difference change
A is negative, meaning the difference of the lexical
level becomes smaller as the dialogue progresses.

Hg: A=0
Hi: A<O

Since the distribution of the lexical level of ut-
terances is unknown, we test the hypothesis with a
one-sided permutation test with the resample count
set to 100,000.

4.3 Result

Table 2 shows the result of the permutation test.
The # column shows the number of dialogues in
each group, and the “q = N” columns show the
mean values of the lexical level difference change
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Table 2: Result of the permutation test. The numbers outside and inside the parentheses are the mean values of A
and the P-values, respectively. The asterisk () indicates statistical significance at p < .05.

Dialogue group # q=25 q =50
N-L first-encounter 59 —.040*(.026) .003 (.569)
N-L friend 43 005 (.601) —.002 (.441)
N-N first-encounter 125 —.013 (.103) —.005 (.247)
N-N friend 141 .020 (.932)  .015 (.974)

A and their P-values in parentheses. From this
result, we can see that while there is no significant
change in lexical level in the N-L friend dialogues
and N-N dialogues, there is a significant decrease
in lexical level difference in the N-L first-encounter
dialogues. This result suggests that LLLA occurs
in the N-L first-encounter dialogues even if we
eliminate the effect of lexical alignment.

5 Discussion

5.1 Factors that affect LLA

LLA occurs in the first-encounter dialogues but
not in the friend dialogues. In first-encounter
dialogues, the interlocutors initially do not know
their partners’ lexical level but can estimate the
level as the dialogue progresses. Therefore, they
try to align their lexical level later in the dialogue.
On the other hand, in the friend dialogues, the inter-
locutors already know their partners’ lexical level
before the dialogue. Therefore, their lexical lev-
els can be aligned from the beginning. We cannot
observe LLA during dialogue in this case.

LLA occurs in the N-L dialogues but not in the
N-N dialogues. In the N-L dialogues, the native
speaker might consider that their partner may not
be able to understand difficult words and try to
estimate and align the lexical level to their partner.
In addition, the non-native speaker might also try to
align their lexical level to their partner, which might
be considered a language learning process. On the
other hand, in the N-N dialogues, the interlocutors
might assume that their partners would understand
most of the words. It is unnecessary to consider the
lexical level, so LLA does not occur.

LLA is not observed when measuring the lexi-
cal level of utterances calculated with ¢ = 50.
We do not observe LLA when calculating the lex-
ical level of utterances with ¢ = 50. Knowing
more than 50% of the words might be needed to
understand their partners’ utterances.

Table 3: Number of dialogues with and without LLA
when using the entire and the difference word sets. “O”
and “X” indicate whether LLA is observed (A < 0) or
not (A > 0), respectively.

Entire Diff. # (%)
(0] (0] 135 (34.5)
X X 127 (36.7)
0] X 48 (13.0)
X (0] 58 (15.8)

5.2 The validity of using difference word set

To ensure that LLLA is not just a by-product of
lexical alignment, we excluded the words used by
both interlocutors, i.e., we excluded the intersection
of the interlocutor word sets and considered the
difference word sets when calculating the lexical
level of utterances. To assess the validity of using
the difference word sets, we compare A of each
dialogue when using the entire and difference word
sets in the calculation of lexical level.

0.6 10=X X=X
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]
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54 i
: 0.2
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Z 001
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Figure 2: A pairs when using the entire and the differ-
ence word sets

Table 3 shows the number of dialogues which
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Interlocutor A (1st half)

Interlocutor A (2nd half)

mm V,\Vp .V, \Vp
50 1 VanVg 50 A VanVp
251
ppEE—
0 1 2 0 1 2
Familiarity rate (LISTEN) Familiarity rate (LISTEN)
Interlocutor B (1st half) Interlocutor B (2nd half)
mm V5\V, mm Vz\V, .
50 VanVg 50 A VanVg
251
0 m

0 1 2
Familiarity rate (LISTEN)

0 1 2
Familiarity rate (LISTEN)

Figure 3: Familiarity rate distribution of word sets in the dialogue denoted by the red data point in Figure 2. V4 and
Vp represent the word set of utterances by interlocutors A and B, respectively. The blue and orange bars represent
the distribution of word familiarity rate for the difference set and the intersection of the word sets of utterances
by both interlocutors, respectively. The orange bars are stacked on the blue bars; therefore, the sum of both bars
represents the distribution of word familiarity rate for the entire set. The grey and red dashed lines represent the
lexical level of the entire and the difference word sets of utterances, respectively.

are divided into categories according to whether
LLA is observed (“O”) using the entire and the
difference word sets. For instance, we have 135
dialogues where we observe LLA using both the
entire and the difference word sets (the O-O col-
umn). These dialogues indicate that LLA is not
a by-product of lexical alignment. On the other
hand, in the dialogues of the O-X column, LLA ob-
served using the entire word set can be considered
a spurious one induced by lexical alignment.

However, 15.8% of the dialogues (the X-O col-
umn) are unexpected since it indicates that LLA is
not observed when considering the entire set while
observed after the intersection is excluded. To in-
vestigate the reason for these unexpected cases, we
analyse the familiarity rate distribution of word
sets in these dialogues. Figure 2 shows the scat-
ter diagram plotting A using the entire word set
on the x-axis and A for the difference word set
on the y-axis. Each quadrant corresponds to each
column in Table 3. We pick up the red data point,
which has the largest difference in A between the
entire and the difference word set, and calculate
the familiarity rate distribution of the words in the
dialogue.

Figure 3 shows the distribution of the familiarity
rate for the dialogue indicated by the red point in

Figure 2. Comparing the distribution of the inter-
locutor A and B, while B’s distributions are simi-
lar between the entire and the difference sets, A’s
distributions are less similar. As the distribution
determines the lexical levels (grey and red dashed
lines), its shape directly affects the lexical level
value. In the second half of the dialogue, since the
proportion of words with a familiarity rate higher
than 1.0 is almost the same for the entire and the
difference sets, the lexical levels of the two sets are
similar for A, even though their distributions are
quite different. On the other hand, in the first half
of the dialogue, there is a non-negligible peak at
0.4 ~ 0.6 for the difference set, which deviates the
lexical level of the difference set from that of the
entire set. Considering that the lexical level of the
entire set tends to be lower than that of the differ-
ence set, we observe LLA only for the difference
set. This example reveals the limitation of using
a fixed ¢ value for measuring the lexical level of
utterances regardless of the familiarity distribution.

5.3 LLA patterns

In 4.2.2, we analysed LLA from a macroscopic
viewpoint with a hypothesis test. We can also anal-
yse it from a microscopic viewpoint by investigat-
ing the lexical level change of the interlocutors
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between the first and the second half of individual
dialogues.

First, we consider whether both interlocutors
contribute to LLA (two-way alignment) or only
one of them does (one-way alignment). For dia-
logues between interlocutor A and B, let A, :=
LL;Q) - LL,(JI) (p € {A, B}). When LLA occurs
(A < 0), the two-way and one-way alignments are
formulated as follows.

Two-way alignment: AyAp <0
One-way alignment: AsAp > 0

Figure 4 illustrates the corresponding alignment

patterns .
Two-way One-way
1.00 4 . 1.00
»
0.75 1 <% 0751 T
1 2 1 2

Figure 4: Example of the two LLA patterns regarding
contributors. The “1” and “2” on the horizontal axis rep-
resent the first and the second half of the dialogue. The
vertical axis represents the lexical level of utterances
used by each interlocutor in each half.

Table 4 shows the number of each pattern. We
can see that regardless of the intimacy of inter-
locutors, the two-way alignment occurs more than
the one-way alignment in the N-L dialogues, but
the opposite happens in the N-N dialogues. This
suggests that native and non-native speaker pairs
jointly tend to align their lexical level with each
other, but it is not the case for native speaker pairs.

Regarding LLA in the N-L dialogues, we also
consider the direction of alignment. Specifically,
we focus on the absolute lexical level change of
the interlocutor utterances from the first half to
the second half of the dialogue |A,|, and assume
that the interlocutor with larger |A,| aligns to their
partner. We have the following two patterns of
lexical level change (Figure 5).

* N-to-L alignment: |Ay| > |AL|

* L-to-N alignment: |Ay| < |Af|

'9The one-way alignment example in figure 4) shows the
case where both interlocutors use more difficult words in the
second half (i.e., A4, Ap < 0). However, it is also possible
that both of them use easier words (i.e., A4, Ap > 0).

N-to-L L-to-N
1.00 LL, 1.00 A
0.75 - 0754 ®
B2
1 2 1 2

Figure 5: Example of the two LLA patterns regarding
alignment direction. The “1” and “2” on the horizontal
axis represent the first and the second half of the dia-
logue. The vertical axis represents the lexical level of
utterances used by each interlocutor in each half.

Table 5 shows the number of each pattern. We
can see that the L-to-N alignment occurs more
than the N-to-L alignment, especially in the first-
encounter dialogues. This result indicates that non-
native speakers try to align their lexical level to
native speakers as a part of the language learning
process.

5.4 Alignment and dialogue quality

Alignment contributes to a successful dialogue.
Here, we investigate the relationship between LLA
and dialogue quality. It is, however, difficult to
define dialogue quality in general. We focus on an
aspect of to what extent both interlocutors speak
equally to assess dialogue quality. Specifically, we
consider the ratio of the WLSP word count per
turn'! between two interlocutors as the metric for
dialogue quality. We take the larger word count as
the denominator to make the metric range between
0 and 1. Therefore, a larger value means both inter-
locutors speak equally, and hence the dialogue has
higher quality.

Figure 6 shows the relation between A and di-
alogue quality. While there is no correlation be-
tween A and dialogue quality for all dialogues,
there is a weak tendency that smaller A, i.e. high
LLA, leads to higher dialogue quality for the N-L
first-encounter dialogues only, with Pearson corre-
lation coefficient being —0.343 and P-value being
0.008. Our metric for dialogue quality is a rough
approximation and captures only one of many other
aspects. We need to investigate further the relation-
ship between LLLA and other aspects of dialogue
quality more precisely.

""We also tried “ratio of UniDic token count per turn” and
“ratio of vocabulary set size” and obtained similar results.
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Table 4: Distribution of LLA patterns regarding contributors

Dialogue group # Two-way One-way No alignment
N-L first-encounter 59 20 (34%) 14 (24%) 25 (42%)
N-L friend 43 13 (30%) 7 (16%) 23 (54%)
N-N first-encounter 125 30 (24%) 47 (38%) 48 (38%)
N-N friend 141 30 21%) 32 (23%) 79 (56%)
Total 368 93 (25%) 100 (27%) 175 (48%)

Table 5: Distribution of LLA patterns regarding alignment direction

Dialogue group # N-to-L  L-to-N  No alignment
N-L first-encounter 59 6 (10%) 28 (47%) 25 (42%)
N-L friend 43 9(21%) 11 (26%) 23 (53%)

6 Conclusion

This study discussed lexical level alignment (LLA)
in dialogue, which has not received explicit atten-
tion in past research. Analysing a Japanese dia-
logue corpus, we showed that LLA is observed
(RQ1) when the interlocutors’ lexical levels differ,
and they do not know their partner’s lexical level
(RQ2).

We used WLSP familiarity rate (LISTEN) as
the metric of lexical level and defined the lexical
level of utterances as the required lexical level for
the interlocutor to communicate without knowing
the most difficult ¢% (we used 25 and 50 for ¢
in this study) of the words used in the utterances.
Specifically, we excluded those words used by both
interlocutors when calculating their lexical level to
ensure that LLA is not just a by-product of lexical
alignment.

We classified the dialogues into four groups by
the familiarity between interlocutors (friend or first-
encounter) and their language proficiency level (N-
N or N-L). We performed a permutation test to
see if LLA occurs in each group. Specifically, we
considered the change of lexical level difference
between the utterances by the two interlocutors
from the first half to the second half of the dialogue,
and verified whether the difference decreased. As
a result, we confirmed that LLA occurs in first-
encounter dialogues between a native speaker and
a non-native speaker when ¢ is set to 25.

In addition, we checked the validity of using the
difference word set when calculating lexical level
and confirmed that 71.2% of the dialogues have the
same result after excluding the words used by both

interlocutors; 13.0% of the dialogues have spuri-
ous LLA; 15.8% of the dialogues are unexpected,
which suggests the limitation of using the fixed ¢
value for measuring the lexical level of utterances.

We also analysed the LLA patterns. We first
analysed whether both interlocutors contribute to
LLA or only one of them does. We found that the
two-way alignment occurs more than the one-way
alignment in the N-L dialogues but not in the N-N
dialogues. This tendency indicates that native and
non-native speaker pairs jointly try to align with
each other, but it is not the case for native speaker
pairs. We then analysed the direction of alignment
in the N-L dialogues. We found that the L-to-N
alignment occurs more than the N-to-L alignment,
especially in the first-encounter dialogues. This
indicates that non-native speakers try to align with
native speakers, which might be considered a part
of the language-learning process.

Finally, we investigated the relationship between
LLA and dialogue quality. We considered the word
count ratio per turn between interlocutors as the
metric of dialogue quality, assuming that interlocu-
tors speak equally in successful dialogues. We ob-
served a weak tendency that LLA leads to higher di-
alogue quality in the N-L first-encounter dialogues.

7 Future Work

As we discussed in 5.2, we had unexpected dia-
logues where LLA was observed only using the
difference word sets of interlocutors. The detailed
analysis suggests that such an anomaly is caused
by calculating the lexical level of utterances with-
out considering the word familiarity distribution
in utterances. More sophistication is needed in
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Figure 6: The relation between A (the metric of LLA) and “ratio of word count per turn” (the metric of dialogue
quality). The grey dashed line represents the linear regression line.

measuring the lexical level of utterances.

We considered to what extent both interlocutors
speak equally as a metric of dialogue quality in
analysing the relation between LLA and dialogue
quality. As we already mentioned, there are many
other aspects of dialogue quality. For instance, lexi-
cal level gaps might cause frequent clarification,
misunderstanding, or even dialogue breakdown.
We would like to shed light on other aspects of
dialogue quality and investigate their relation to
LLA in future.

In addition, word difficulty is likely affected by
the topic in dialogues. Therefore, the distribution
of the lexical level of utterances can be unstable
when the topic changes in the dialogue. We need
to investigate the influence of the topic and how
the lexical level aligns as it changes. In this study,
we adopted a popular Japanese thesaurus WLSP,
which assigns semantic categories to each word.
We would also look at the relationship between the
dialogue topic (change) and the distribution of the
word categories in the utterances for investigating
the LLA process.

Limitations

This study uses the WLSP familiarity rate for lexi-
cal level measurement, which might not be avail-
able for other languages. Besides, since we capture
LLA from a macroscopic viewpoint, even though
we confirmed that LLA occurs in the N-L first-
encounter dialogues, the alignment process is still
an open question. Further study is necessary for
the dynamic nature of LLA.
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Abstract

In conversation, speakers produce language
incrementally, word by word, while continu-
ously monitoring the appropriateness of their
own contribution in the dynamically unfold-
ing context of the conversation; and this of-
ten leads them to repair their own utterance
on the fly. This real-time language processing
capacity is furthermore crucial to the develop-
ment of fluent and natural conversational Al
In this paper, we use a previously learned Dy-
namic Syntax grammar and the CHILDES cor-
pus to develop, train and evaluate a probabilis-
tic model for incremental generation where in-
put to the model is a purely semantic gen-
eration goal concept in Type Theory with
Records (TTR)!. We show that the model’s
output exactly matches the gold candidate in
78% of cases with a ROUGE-1 score of 0.86.
We further do a zero-shot evaluation of the
ability of the same model to generate self-
repairs when the generation goal changes mid-
utterance. Automatic evaluation shows that
the model can generate self-repairs correctly
in 85% of cases. A small human evaluation
confirms the naturalness and grammaticality
of the generated self-repairs. Overall, these re-
sults further highlight the generalisation power
of grammar-based models and lay the founda-
tions for more controllable, and naturally in-
teractive conversational Al systems.

1 Introduction

People process language incrementally, in real-
time (see Crocker et al. (2000); Ferreira (1996);
Kempson et al. (2016) among many others),
i.e. both language understanding and genera-
tion proceed on a word by word rather than a
sentence by sentence, or utterance by utterance
basis. This real-time processing capacity un-
derpins participant coordination in conversation

'All relevant code, models, and data are available
at  https://bitbucket.org/dylandialoguesystem/
dsttr/src/dsttr_arash_a/

(Gregoromichelaki et al., 2012, 2020) and leads
to many characteristic phenomena such as split-
utterances (Poesio and Rieser, 2010; Purver et al.,
2009), mid-utterance feedback in the form of
backchannels (Heldner et al., 2013) or clarification
requests (Healey et al., 2011; Howes and Eshghi,
2021), hesitations, self-repairs (Schegloff et al.,
1977) and more.

Language generation — our focus here — is just
as incremental as language understanding: speak-
ers normally do not have a fully formed concep-
tualisation or plan of what they want to say before
they start articulating, and conceptualisation needs
only to be one step ahead of generation or articu-
lation (Guhe, 2007; Levelt, 1989). This is possible
because speakers are able to continuously monitor
the syntax, semantics, and the pragmatic appropri-
ateness of their own contribution (Levelt, 1989) in
the fast, dynamically evolving context of the con-
versation. In turn this allows them to pivot or cor-
rect themselves on the fly if needed, e.g. because
they misarticulate a word, get feedback from their
interlocutors (Goodwin, 1981), or else the genera-
tion goal changes due to the dynamics of the envi-
ronment.

Real-time language processing is likewise cru-
cial in designing dialogue systems that are more
responsive, more naturally interactive (Skantze
and Hjalmarsson, 2010; Aist et al., 2006), and are
more accessible to people with memory impair-
ments (Addlesee et al., 2019; Addlesee and Da-
monte, 2023; Nasreen et al., 2021). Despite this
importance, relative to turn-based systems, it has
received little attention from the wider NLP com-
munity; perhaps because it has deep implications
for the architecture of such systems (Schlangen
and Skantze, 2009; Skantze and Schlangen, 2009;
Kennington et al., 2014), which make them much
harder to build and maintain.

In this paper, we extend the work of Purver
and Kempson (2004); Hough and Purver (2012);
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Hough (2015), who lay the theoretical foundations
for incremental generation and later the process-
ing of self-repairs in Dynamic Syntax (Kempson
et al., 2001, 2016, Sec. 2.3). For the first time, we
develop a probabilistic model for incremental gen-
eration (Sec. 3) that conditions next word selection
on the current incrementally unfolding context of
the conversation, and also on features of a purely
semantic generation goal concept, expressed as a
Record Type (RT) in Type Theory with Records
(Cooper, 2012; Cooper and Ginzburg, 2015). The
model is trained and evaluated on part of the
CHILDES corpus (MacWhinney, 2000) using an
extant grammar that was learned by Eshghi et al.
(2013) from the same data. Results show that
in the best case, the model output matches the
gold generation test candidate in 83% of cases
(Sec. 4.2). We then go on to experiment with and
evaluate the ability of the same model to gener-
ate self-repairs in a zero-shot setting in the face
of revisions to the goal concept RT under vari-
ous conditions (Sec 4.3): viz. for forward-looking
and backward-looking repair and at different dis-
tances from the reparandum. Automatic evalua-
tion shows that it can generate self-repairs cor-
rectly in 85% of cases. A small human evalu-
ation confirms the overall naturalness and gram-
maticality of the generated repairs. Overall, these
results further highlight the generalisation power
of grammar-based models (see also Mao et al.
(2021); Eshghi et al. (2017) and lay the founda-
tions for more controllable, and naturally interac-
tive conversational Al systems.

2 Dynamic Syntax and Type Theory with
Records (DS-TTR)

Dynamic Syntax (DS, Kempson et al., 2016; Cann
et al., 2005; Kempson et al., 2001) is a process-
oriented grammar formalism that captures the
real-time, incremental nature of the dual processes
of linguistic comprehension and production, on a
word by word or token by token basis. It mod-
els the time-linear construction of semantic rep-
resentations (i.e. interpretations) as progressively
more linguistic input is parsed or generated. DS
is idiosyncratic in that it does not recognise an in-
dependent level of structure over words: on this
view syntax is sets of constraints on the incremen-
tal processing of semantic information.

The output of parsing any given string of words
is thus a semantic tree representing its predicate-

argument structure (see Fig. 1). DS trees are al-
ways binary branching, with argument nodes con-
ventionally on the right and functor nodes to the
left; tree nodes correspond to terms in the lambda
calculus, decorated with labels expressing their se-
mantic type (e.g. Ty(e)) and formulae — here as
record types of Type Theory with Records (TTR,
see Sec. 2.1 below); and beta-reduction deter-
mines the type and formula at a mother node from
those at its daughters (Fig. 1). These trees can be
partial, containing unsatisfied requirements poten-
tially for any element (e.g. ?Ty(e), a requirement
for future development to T'y(e)), and contain a
pointer, <, labelling the node currently under de-
velopment.

Grammaticality is defined as parsability in a
context: the successful incremental word-by-word
construction of a tree with no outstanding re-
quirements (a complete tree) using all information
given by the words in a string. We can also dis-
tinguish potential grammaticality (a successful se-
quence of steps up to a given point, although the
tree is not complete and may have outstanding re-
quirements) from ungrammaticality (no possible
sequence of steps up to a given point).

Fig. 1 shows “John arrives”, parsed incremen-
tally, starting with the axiom tree with one node
(?Ty(¢)), and ending with a complete tree. The in-
termediate steps show the effects of: (i) DS Com-
putational Actions (e.g. CompLETION Which moves
the pointer up and out of a complete node or AN-
TICIPATION Which moves the pointer down from the
root to its functor daughter.) which are language-
general and apply without any lexical input when-
ever their preconditions are met; and (ii) Lexical
Actions which correspond to words and are trig-
gered when a word is parsed.

Context In DS, context, required for process-
ing various forms of context-dependency — in-
cluding pronouns, VP-ellipsis, and short answers,
as well as self-repair — is the parse search Di-
rected Acyclic Graph (DAG), and as such, is also
process-oriented. Edges correspond to DS actions
— both Computational and Lexical Actions — and
nodes correspond to semantic trees after the appli-
cation of each action (Sato, 2011; Eshghi et al.,
2012; Kempson et al., 2015). Here, we take a
coarser-grained view of the DAG with edges cor-
responding to words (sequences of computational
actions followed by a single lexical action) rather
than single actions, and we drop abandoned parse
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Figure 1: Incremental parsing in DS-TTR: “John arrives”

paths (see Eshghi et al., 2015; Howes and Eshghi,
2021, for details) — Fig. 4 shows an example.

2.1 Type Theory with Records (TTR)

Dynamic Syntax is currently integrated with TTR
(Cooper, 2012, 2005) as the semantic formalism in
which meaning representations are couched (Es-
hghi et al., 2012; Purver et al., 2011, 2010)?.

TTR is an extension of standard type theory, and
has been shown to be useful in contextual and se-
mantic modelling in dialogue (see e.g. Ginzburg,
2012; Fernandez, 2006; Purver et al., 2010, among
many others), as well as the integration of per-
ceptual and linguistic semantics (Larsson, 2013;
Dobnik et al., 2012; Yu et al., 2017). With its
rich notions of underspecification and subtyping,
TTR has proved crucial for DS research in the in-
cremental specification of content (Purver et al.,
2011; Hough, 2015); specification of a richer no-
tion of dialogue context (Purver et al., 2010); mod-
els of DS grammar learning (Eshghi et al., 2013);
and models for learning dialogue systems from
data (Eshghi et al., 2017; Kalatzis et al., 2016; Es-
hghi and Lemon, 2014).

In TTR, logical forms are specified as record
types, which are sequences of fields of the form
[ [:T ] containing a label / and a type T.
Record types can be witnessed (i.e. judged true)
by records of that type, where a record is a se-
quence of label-value pairs [ [ = v ]. We say that
[I=v ]isof type [ [: T ] justin case v is of
type T. Fields can be manifest, i.e. given a sin-
gleton type e.g. [ [ : T, | where T, is the type of
which only a is a member; here, we write this as
[ I, : T ]. Fields can also be dependent on fields
preceding them (i.e. higher) in the record type (see
Fig. 2).

DS models the structural growth of representations and
is agnostic to the formalism for semantic representation. As

such, it has also been combined with RDF (Addlesee and
Eshghi, 2021) and with vector-space representations (Purver

b T h:T
Rl : lzza : T2 R2 . [ l; T;/ :| R3 : []
Bop@yy * T3

Figure 2: Example TTR record types

The standard subtype relation c can be defined
for record types: Ry R, if for all fields [ [ : T ]
in Ry, Ry contains [ [: Ty ]| where T c T,. In
Fig. 2, R £ R, if T, £ Ty, and both R and R, are
subtypes of R3. This subtyping relation allows se-
mantic information to be incrementally specified,
i.e. record types can be indefinitely extended with
more information and/or constraints.

Additionally, Larsson (2010) defines the meet
(/) operation of two (or more) RTs as the union of
their fields; the equivalent of conjunction in FoL;
see figure 3 for an example. We will need this
below (Sec.3) where we define our probabilistic
model.

l] : T] lz : T2 _ 51 ;l
12 : T2 /\ 13 : T3 - 2 2
l3 : T3

Figure 3: Example of merge operation between two
RTs

2.2 Generation in DS-TTR

As alluded to in the introduction, to handle typ-
ical incremental phenomena in dialogue such as
split utterances, interruptive clarification requests
or self-repair, any generation model must be as in-
cremental as interpretation: full syntactic and se-
mantic information should be available after gen-
erating every word with continual access to the in-
crementally unfolding context of the conversation
(Hough and Purver, 2012; Eshghi et al., 2015).

etal., 2021)
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In generation, there is an extra requirement on
models, namely representational interchangabil-
ity (Eshghi et al., 2011): parsing and generation
should employ the same mechanisms and use the
same kind of representation so that parsing can
pick up where generation left off, and vice versa.

DS-TTR can meet these requirements, because
generation employs exactly the same mechanisms
as in parsing (Purver and Kempson, 2004) with the
simple addition of a subsumption check against a
generation goal concept, expressed as a Record
Type (RT) in TTR (see Sec. 2.1); and where this
goal concept can be partial (does not need to cor-
respond to a complete sentence), and need only
to be one step ahead of the generated utterance so
far. This ease of matching incrementality in both
generation and parsing is not matched by other
models aiming to reflect incrementality in the dia-
logue model while adopting relatively conserva-
tive grammar frameworks, some matching syn-
tactic requirements but without incremental se-
mantics (Skantze and Hjalmarsson, 2010), others
matching incremental growth of semantic input
but leaving the incrementality of structural growth
unaddressed (Guhe, 2007).

As such, generation involves lexical search
whereby at every step, words from the lexicon
are test-parsed in order to find words that (i) are
parsable in the current context; and (ii) the re-
sulting TTR semantics of the current DS tree sub-
sumes or is monotonically extendable the genera-
tion goal. The subsumption relation is the inverse
of the subtype relation defined above (see Sec. 2.1;
i.e. Rysubsumes R, iff Ry € R;).

Without a probabilistic model for word selec-
tion at each step of generation, this process is ef-
fectively brute-force, computationally very ineffi-
cient, and therefore simply impractical, especially
with large lexicons. This is the shortcoming that
we address here for the first time by condition-
ing word selection on the generation goal RT. This
involves learning, through Maximum Likelihood
Estimation from data, P(w|T, R, ), where w ranges
over the lexicon, T is the current DS tree includ-
ing its maximal semantics, and R, is the genera-
tion goal. This parametrisation is described in full
below in Sec. 3.

2.3 Processing Self-repair in DS-TTR

In this section, we briefly introduce the DS model
of self-repair from (Hough and Purver, 2012):

there are two types of self-repair that are ad-
dressed: backward-looking repair (aka. overt re-
pair), where the repair involves a local, and partial
restart of the reparandum, as in (1) and forward-
looking repair (aka. covert repair) where the repair
is simply a local extension, i.e. a further specifica-
tion of the reparandum as in (2).

Y]

“Sure enough ten minutes later the bell r-the
doorbell rang" (Schegloff et al., 1977)

(2) “I-I mean the-he-they, y’know the guy, the
the pathologist, looks at the tissue in the

microscope...” (Schegloff et al., 1977)

In the model set out above, a backward-looking
repair arises due to an online revision of a gener-
ation goal RT, whereby the new goal is not a sub-
type of the one the speaker (or the dialogue man-
ager) had initially set out to realise. We model this
via backtracking along the incrementally available
context DAG as set out above. More specifically,
repair is invoked if there is no possible DAG exten-
sion after the test-parsing and subsumption check
stage of generation (resulting in no candidate suc-
ceeding word edge).

The repair procedure proceeds by restarting
generation from the last realised (generated) word
edge. It continues backtracking by one DAG ver-
tex at a time until the root record type of the cur-
rent partial tree is a subtype of the new goal con-
cept. Generation then proceeds as usual by extend-
ing the DAG from that vertex. The word edges
backtracked over are not removed, but are simply
marked as repaired (see also Eshghi et al. (2015)
for a fuller account), following the principle that
the revision process is on the public conversational
record and hence should still be accessible for later
anaphoric reference (see Fig. 4).

Forward-looking repairs on the other hand, i.e.
extensions, where the repair effects an “after-
thought” are also dealt with straightforwardly by
the model. The DS-TTR parser simply treats these
as monotonic extensions of the current tree, result-
ing in subtype extension of the root TTR record
type. Thus, a change in goal concept during gen-
eration will not always put demands on the sys-
tem to backtrack, such as in generating the frag-
ment after the pause in “I go to Paris ... from Lon-
don". Backtracking only operates at a semantics-
syntax mismatch where the revised goal concept is
no longer a subtype of the root record type for the
(sub-)utterance so far realised, as in Figure 4.
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Figure 4: Incremental DS-TTR generation of a self-repair upon change of goal concept. Type-matched record
types are double-circled nodes and edges indicating failed paths are dotted.

3 Probabilistic Model of Generation

In this section, we follow on from Sec. 2.3 above
and describe the probabilistic model that we have
developed for incremental probabilistic genera-
tion. First we describe the model itself, its parame-
ters, and how these are estimated from data. Then
we describe how the model is used at inference
time to generate.

Model and Parameter Estimation As noted,
generation in Dynamic Syntax is defined in terms
of parsing. Specifically, it proceeds via lexical
search, i.e. test-parsing (all) words from the lex-
icon while checking for subsumption against the
goal concept: a record type (RT) in TTR; hence-
forth R,. Words that parse successfully with a re-
sulting (partial) semantics that subsume the goal
concept are successfully generated. This process
goes on until the semantics of the generated sen-
tence equals the goal. This process is highly inef-
ficient and impractical for larger lexicons.

On a high level, we solve this problem by build-
ing a probabilistic model which conditions the
probability of generating the next word, w, on: (i)
R..r: the semantics of the generated utterance thus
far; (ii) R,, the goal concept; and (iii) the current
DS tree (henceforth T.,-). We condition on (i) to
allow the model to keep track of the semantics of
what’s already been generated, i.e. the left seman-
tic context of generation; on (ii) to aid the model in
selecting words that contribute the correct seman-
tic increments to approach the goal concept; and
on (iii) to capture the syntactic constraints on what
words can grammatically follow. In sum, we need

to compute P(W|Tcur, Reur, Rg) for all the words w
in the lexicon.

As you will see below, we learn to generate by
parsing, and therefore we the use Bayes rule in
Eq. 3 to cast probabilistic generation roughly in
probabilistic parsing terms:

probabilistic parsing

BayeiRule P(Tcurv RL‘Llr7 Rg|W) P(W)

P(W|Tcur, Reur, Rg)

- P(T eurs Reurs Ry)

3)

probabilistic generation

On the right hand side of Eq. 3, P(w) is the
prior probability of w, which we obtain from
the frequency of w in our training data; and
P(Tcur, Reur, Rg) a normalisation constant which
we do not need to estimate.

We learn P(Tcyr, Reur, Rg|lw) from gold data in
the form of (Utt = (wy,...,wn), R,), Where Utt is
the utterance to be generated, and R, is its gold se-
mantics. To do this, we use the DS parser to parse
Ut yielding a parse path (see e.g. Fig. 4) that
starts with the DS axiom tree (empty tree) to the
tree whose semantics is R, together with all the DS
trees produced after parsing each w; in between;
viz. a sequence S, = {(T1,wi),....(Tn.wn)},
where T; are the DS trees in the context of
which the w;’s were parsed. This sequence con-
stitutes the observations from which we estimate
P(Tcur, Reur, Rg|lw) by Maximum Likelihood Esti-
mation (MLE).

Tcur, Rewr and R, are all composed of many indi-
vidual features, and as a whole, would be observed
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very rarely. Therefore, for generalisation, we need
to decompose them and compute the probability
of the whole as the conjunction (product) of the
probabilities of their individual atomic features.

For T, we follow Eshghi et al. (2013) and con-
sider only one feature of 7,,,: that of the type of
the pointed node, or a requirement for a type (e.g.
Ty(e), ?Ty(e — t), etc) — call this Ty,. This sim-
plifies the model considerably, but has the down-
side of not capturing all grammatical constraints
(e.g. person constraints in English verbs will not
be captured this way), and leading to some over-
generation.

We also simplify the model by conditioning on
the semantics that remains to be generated — call
it R, — rather than conditioning on both R, and
R,. We can compute R;,. each time through the
well-defined record type subtraction operation in
TTR where: Rj,c = Ry\Rcur.

With these simplifications, what we need to esti-
mate by MLE from each sequences S |, (see above)
is: P(Typ Rinclw).

As noted, for any generalisation at all, R, now
needs to be decomposed into its individual atomic
features so that we can compute the probability of
each of these features individually, rather than that
of R, as a whole. We decompose R;;,. as follows:
Rine = Ak(Ry), where A is the TTR equivalent
of the conjunction operation in FoL (see above,
Sec. 2.1); and each Ry is potentially dependent on
R; where j <k.

Using the probabilistic variant of TTR (Cooper
et al., 2013, 2014), we can use the chain rule to
then derive Eq. 4:

P(/].(\ Rk|W) = HkP(Rk

w,RI /\... A\Ri-1) (4)

This then allows us to express the probability
of a complex record type in terms of the product
of its potentially dependent, atomic supertypes.
This, finally, puts us in a position to compute
P(Typ, Rinc|w) as follows:

independence

P(Rine, Typlw) = P(Rinc|w) - P(Ty,|w)
e B pOARw) - P(Typlw)
k

We implement the above procedure by con-
structing a 2D conditional count table where the
rows are the words, and the columns are all the
atomic semantic features observed during learn-
ing by parsing: effectively the result of decom-
posing all the R,’s in our data; this, in addition

to all the T'y,, features we have observed on all the
DS trees encountered in the S, sequences above.
Then, each time we observe an atomic semantic
feature of Ry, say, Ry, in the context of a word, w,
we increment the cell (R, w) by 1. After learning,
we normalise the columns of the table to obtain all
P(F|w) where F ranges over all semantic features
and pointed node types, and w over all words in
the lexicon.

Inference At inference time, we need to esti-
mate P(W|Tcur, Reur, Rg): a probability distribu-
tion over all the words in the lexicon, given the
current context of generation, 7, including the
current semantics so far generated, R.,,, and the
goal concept, R,. Given the above we take the
following steps to populate a beam for generat-
ing the next word: (i) compute R;,. = Rg\RCW; (i1)
compute all the atomic semantic features, R; — the
headings in the columns in our conditional proba-
bility table — that R;,. triggers or ‘turns on’. This
can be done by checking whether R, E Ry; (iil)
compute the single Ty, (type of pointed node) fea-
ture by observing the type of the pointed node on
T..r; (iv) for each row (i.e. each word) take the
product (or sum of log probabilities) of all the col-
umn features thus triggered in steps (ii) and (iii);
(v) sort the words in the lexicon by their probabil-
ity from (iv) and have the top N fill the beam of
size N.

Once the beam is thus populated, we use the DS
grammar to parse each word in the beam in turn;
upon success, that is, if the word is parsable, and
the resulting semantics subsumes the goal concept,
R,, we move on to generate the next word incre-
mentally until we reach the goal concept, that is,
until Ry € Reyr A Reur E Rg.

Repair mechanism The DS repair mechanism,
i.e. that of backtrack and parse / generate (see
above Sec. 2.3), is triggered when none of the
words in the beam successfully generate; either
because neither are parsable, or else their resulting
semantics don’t subsume R, (because it may have
been revised). When triggered, the model back-
tracks over the context DAG path (see above), and,
following the same inference process, attempts to
(re-)populate the beam and generate from there.
Backtracking continues until generation is suc-
cessful, with the model having generated the in-
terregnum (e.g. "I mean", "sorry I mean", "uh",
"no", etc.) before it generates the first repair word.
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Generation continues normally from that point un-
til the (potentially new) goal concept is reached.

4 Evaluation

4.1 Data

The data to train and test our model comes
from the Eve section of the CHILDES corpus
(MacWhinney, 2000). This section was anno-
tated with logical forms (LF) by Kwiatkowski
et al. (2012). The LFs were then converted to
TTR record types (RT) by Eshghi et al. (2013).
This dataset consists of utterances towards chil-
dren from parents, therefore the sentences have
a relatively simple structure than adult language.
We will use it in the shape of (Utterance, Goal
Concept) pairs to train and test our model.

For training our generator, we test-parsed the
dataset using two versions of the grammar learned
by Eshghi et al. (2013): the grammar containing
the top 1 hypothesis and the grammar containing
the top 3. This resulted in two subsets of the data
that could be parsed and in which the produced
RT semantics matched the gold semantics exactly.
Let’s call these top-1 and top-3 respectively. We
report their relevant statistics in Table 1.

dataset | total total mode | max type /
samples | words | length | length | token
ratio
top-1 | 729 2152 | 3 7 18.08
top-3 1361 4194 | 3 7 21.96

Table 1: Filtered Dataset Statistics

However, even as the top-3 grammar from Es-
hghi et al. (2013) gives wider parsing coverage, it
included many erroneously learned lexical actions.
We therefore decided to carry out our experiments
below on the top-1 dataset filtered using the top-1
grammar. This is at the expense of not generating
sentences that we’d otherwise be able to generate
since the overall distribution of the two datasets
are similar. Therefore, the results we report be-
low are more conservative (i.e. lower) than those
we’d have been able to achieve if we’d manually
cleaned up the top-3 grammar and applied it to
learning and generation.

4.2 Model Evaluation

We evaluate our generation model on the top-1
set in two ways: (i) standard evaluation of gener-
ation without any mid-generation revisions to the
goal; (ii) we evaluate the capability of the same

model to generalise to cases where the goal con-
cept is revised mid-generation, i.e. to cases where
the model needs to produce self-repairs.

Standard evaluation For this, we report per-
centage of exact match (EM), ROUGE-1, Rouge-
2, and ROUGE-I between the gold sentences in the
dataset and the output sentences from the model.
On the training set, we could observe that out of
656 training samples, we can generate 597 utter-
ances (91.01%) whose semantics exactly matches
the generation goal concept; 416 of these fully
match the gold sentence, yielding an EM score of
0.6341 (meaning 63.41% of the output sentences
fully match the gold sentences). For the test set,
out of 73 total samples, 64 sentences were gener-
ated fully to the goal concept (87.67%), and 46 of
these (63.01%) completely matched the gold sen-
tence in the dataset. Among the outputs not fully
match by the gold sentences a large portion of
them are very close to an exact match. For exam-
ple the generated sample, “what is that", where the
gold sentence is “what’s that": such samples were
not counted initially among the exact matches. We
then took these to be exact matches and recom-
puted evaluation scores. The final results are sum-
marised in Table. 2.

EM | ROUGE-1 | ROUGE-2 | ROUGE-]
Train | 0.84 0.94 0.71 0.92
Test 0.78 0.88 0.67 0.86

Table 2: Evaluation results for generation without any

goal concept revisions

4.3 Generating self-repairs: a zero-shot
evaluation

To evaluate the ability of the model to generate
self-repairs in a zero shot setting, we generate
a dataset of semantic revisions to the goal con-
cept using the original top-1 data. We use the
Stanford POS tagger to automatically generate a
set of revisions, where each revision is a tuple,
(Rg, index,R,, Utt,, forward): Rg: is the origi-
nal goal concept; index: is the position along the
generation path where the revision takes place;
R,: is the revised goal; Utt,: is the result of re-
placing a single word in the original gold utter-
ance with a word from our data of the same POS
— R, now corresponds to the (revised goal) se-
mantics of Utt,; and, finally: forward: is either
true or false, marking whether the revised seman-
tic material has already been contributed before
index or not; if true, we would expect a forward-
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looking self-repair, and otherwise a backward-
looking one (see Sec. 2.3 above). We derive these
revision tuples for every utterance in the dataset
with length greater than 4, and on the following
Parts of Speech: {NOUN, ADJ, PROPN, ADP,
ADV}. These tuples therefore give us 4 experi-
mental conditions, across two binary factors: (i)
locality: is the point at which the revision is made
strictly local to the repairandum; or does it have
a distance of more than 1; (ii) Is the revision af-
ter or before the corresponding semantic contribu-
tions have been made?

We then run the revisions through the model and
evaluate the output automatically as follows: we
use a simple rule-based algorithm to ‘clean out’
the self-repair from the model output, and com-
pare this to the revised utterance, Utt,. For this
comparison, we only report EM — see Table 3. We
observed 641 of the generatable revisions in total
are an exact match.

forward-looking
0.93
0.73

backward-looking
0.89
0.82

local
distant

Table 3: EM for zero-shot evaluation of repairs

Since we do not have gold data for self-repairs,
we did a small human evaluation on the model out-
put: the authors each independently annotated a
subset of 30 examples, assigning scores on a Lik-
ert scale from 1 to 3 for: (a) grammaticality of the
self-repairs; and (b) their human-likness or nat-
uralness, which initially led to a low agreement.
They then met to discuss the disagreements in or-
der to iron out the differences between the criteria
they had applied. They then continued to annotate
70 additional system outputs. This led to a Krip-
pendorft’s alpha score of 0.88 for grammaticality
and 0.82 for naturalness, demonstrating very high
agreement. To then report the average scores given
by the human annotators, the lower score was cho-
sen when there was a disagreement, resulting in
2.72 and 2.28 mean scores for grammaticality and
naturalness respectively, confirming the quality of
the generated output.

5 Discussion

During the error analysis we observed the follow-
ing error patterns: In the standard evaluation of
generation, there were 199 instances where the
model had fully generated to the goal concept,
while the generated output did not match the gold

utterance. Many were cases where the model had
generated a statement instead of a question or vice
versa (e.g. "I may see them" is generated over
"may I see them"). In a few cases, the generated
output was ungrammatical with the wrong word
order: both of these are caused by the original
grammar from Eshghi et al. (2013) overgenerat-
ing — this is acknowledged by the authors, and it is
due to the fact that their induced grammar did not
capture the full set of syntactic constraints present
in their data. This is in turn because they were
only conditioning their search on the type of the
pointed node, like we do here. Inducing the full
set of syntactic constraints was left to future work,
as it is here.

5.1 Limitations

Our evaluation in this paper has at least two im-
portant limitations:

(1) We evaluate our incremental generation
model on a small, and relatively simple dataset
(leading to high ROUGE scores because of the lit-
tle variation in data and relative similarity between
training and testing sets) due to the fact that we
currently do not have access to a wider coverage
grammar. However, this was a conscious choice
on the authors’ part: we used a learned gram-
mar to induce our probabilistic generation model
and evaluated it on exactly the same dataset from
which the grammar was learned (Eshghi et al.,
2013). This was deemed to be methodologically
both sounder and cleaner than, say, use of a manu-
ally constructed grammar. We also believe that the
probabilistic model we have contributed here will
generalise to larger, more complex datasets when
wider-coverage grammars becomes available. We
leave this for future work.

(2) Perhaps more importantly, we have no com-
parative evaluation, and this in a climate where
neural NLG has seen astonishing advances in
the work on Transformer-based (large) Language
Models. To carry out this comparative evaluation,
we need to integrate our model with a downstream,
and, ideally, multimodal dialogue task (see e.g. Yu
et al. (2016, 2017) for how DS-TTR can be inte-
grated within a visually grounded task). This re-
quires substantial further work which is our next
step.

5.2 Why a grammar-based approach?

It might reasonably be asked why we are using a
grammar-based approach in the age of Large Lan-
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guage Models (LLM) such as GPT-4 and a large
number of other, open source models following.
These models are astonishing few-shot learners,
and have recently achieved great successes that
few thought possible (e.g. in open-domain dia-
logue, conversational question answering, essay
writing, summerisation, translation etc), and are
changing the human world in ways that we have
not yet had time to grasp.

Nevertheless, for the moment, the fact remains
that: (a) these models are extremely costly to train
and run due their sheer size and the amount of re-
sources (data, compute power, energy) needed to
train them; it’s also been demonstrated, time and
again, that they have poor compositional generali-
sation properties (see Pantazopoulos et al. (2022);
Nikolaus et al. (2019) among others), which ex-
plains much of their characteristic data ineffi-
ciency; (b) they are very difficult to control and/or
adapt while often producing factually incorrect
statements, commonly referred to as hallucina-
tions (Rashkin et al., 2021; Dziri et al., 2022) using
very convincing language — this extends to con-
fident prediction of erroneous actions or plans in
multi-modal, embodied settings; (d) they are very
hard to sufficiently verify, making them unsuitable
for use in safety-critical domains such as health-
care; (e) particularly important for us here, un-
like recurrent models such as RNNs and LSTMs,
standard Transformer-based neural architectures
(Vaswani et al., 2017) are not properly incremen-
tal — even the auto-regressive variants such as GPT
— in the sense that they process word sequences
as whole, rather than word by word; they can be
run under an ‘incremental interface’ (Madureira
and Schlangen, 2020; Rohanian and Hough, 2021)
where input is reprocessed from the beginning
with every new token, but even then, they ex-
hibit poor incremental performance with unstable
output compared to e.g. LSTMs (Madureira and
Schlangen, 2020). Interesting recent work has ex-
plored using Linear Transformers (Katharopoulos
et al., 2020) with recurrent memory to properly in-
crementalise LMs (Kahardipraja et al., 2021a), but
this work is as yet in its infancy, and we do not yet
know of any work that integrates LMs end to end
within a real-time, incremental dialogue system.

On the other hand, grammar-based approaches
have the advantage of being highly controllable
and transparent; but crucially, they incorporate the
very large wealth of linguistic knowledge that has

arisen from decades of linguistics and semantics
research. This knowledge has been demonstrated
to be a very effective source of inductive bias in
grammar-based models which in turn translates
to remarkable generalisation potential, and thus
also data efficiency (see e.g. Mao et al. (2021)
for a CCG-based multi-modal model, and Eshghi
et al. (2017) for a DS-TTR-based one) — see Es-
hghi et al. (2022) for an extended discussion. One
common criticism is that grammar-based models
are brittle. This is often true, but we do not be-
lieve this to be a fundamental property, and think
that specific grammars of a language are adaptable
and learnable from interaction. But much work re-
mains to be done to demonstrate this property.

For these reasons, we believe that grammar-
based approaches hold promises that are as yet un-
fulfilled, and are therefore still worth exploring in
parallel to the much needed work on making LM
architectures and training regimes more incremen-
tal (see Kahardipraja et al. (2021b, 2023)).

6 Conclusion

We developed the first semantic, probabilistic
model of real-time language generation using the
Dynamic Syntax framework. The results show
that the model performs well, even though we
evaluated it only on a small dataset. We also
demonstrated the zero-shot generalisation ability
of the model to generate self-repairs where none
were observed during training. To our knowledge,
this is the first model capable of reacting to real-
time changes to the generation goal by generat-
ing suitable self-corrections. This ability is essen-
tial in dialogue systems in highly dynamic con-
texts or environments. Our generation model can
be seamlessly integrated into incremental dialogue
system architectures (e.g. based on Schlangen
and Skantze (2009)). This work further high-
lights the generalisation power of grammar-based
approaches, and lays the foundations for creating
conversational Al systems that are controllable,
data-efficient, more naturally interactive, and more
accessible to people with cognitive impairments.
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Abstract

Spoken dialogue systems enable people to inter-
act with machines using speech, many of which
involve the use of automatic speech recognition
and language understanding in order to react
to and determine a decision about how to re-
spond. Unlike humans, many systems operate
on complete sentences, waiting for a length
of silence before attempting to process the in-
put. In contrast, incremental spoken dialogue
systems enable faster and more natural interac-
tion by operating at a more fine-grained level.
In this work, we evaluate six speech recogniz-
ers and RASA for language understanding in
an incremental spoken dialogue system. The
results suggest that, for speech recognition, on-
line/cloud models can be slower and less stable
than local models and we show that incremen-
tal language understanding can enable a system
to make decisions earlier than waiting for the
end of the utterance.

1 Introduction

Interacting with technology using a spoken dia-
logue system (SDS) has become more prevalent
with applications such as voice search, dictation,
and virtual assistants (Yu and Deng, 2016). A fun-
damental step in how these systems process input,
whether implemented in a chatbot, on a website, or
on a robot, is to understand what is uttered by the
user and produce some kind of action, often by re-
sponding using speech back to the user. This is usu-
ally performed by first transcribing what the user
says using Automatic Speech Recognition (ASR),
followed by using a model of Natural Language
Understanding (NLU) to map from the ASR’s tran-
script to a computable abstraction, often a semantic
frame. Existing models for NLU, including large
language models, are becoming more common-
place, but most have an important drawback: they
operate on complete sentences.

Incremental systems, in contrast, operate at more
fine-grained levels of information, usually at the
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word-level instead of the sentence-level, and be-
gin to process the input as soon as it is received.
Incremental systems have been shown to offer a
more natural interaction (Aist et al., 2007; Edlund
et al., 2008) likely due to the fact that humans also
produce and understand language incrementally
(Tanenhaus and Spivey-Knowlton, 1995). How-
ever, most existing ASR and NLU models are either
non-incremental or have not been evaluated incre-
mentally. With incremental systems offering more
natural interactions, it is crucial to evaluate and
understand how ASR and NLU perform in an incre-
mental setting.

In the spirit of prior work, which evaluated sev-
eral existing ASR models and their relationship to
NLU to inform the research community (Morbini
et al., 2013), in this work, we evaluate six ASR
models (two online/cloud and four local). How-
ever, in this work, we experiment in an incremental
SDS setting. We evaluate on two English datasets
using incremental metrics proposed from Baumann
et al. (2009, 2016), as well as propose a new met-
ric Revokes per Second to observe how frequently
the predictions of an ASR model change (section
3.1.1). Moreover, we incrementalize a recent ver-
sion of RASA, a framework for NLU and building
conversational agents, and evaluate its incremental
performance on the SNIPS and SLURP datasets
(Coucke et al., 2018; Bastianelli et al., 2020a) in
conjunction with an ASR model.

Results show that cloud ASRs, although being
some of the most accurate, can have a higher la-
tency and change predictions more frequently than
the local ASRs. For incremental NLU, results show
that even without a perfect transcript (i.e. a tran-
script generated by an ASR instead of the ground-
truth), a system could be ready to take an action
up to six words on average before the end of an
utterance. The results provide insights when con-
sidering which ASR to use and for designing SDSs
that are more natural and responsive in their in-
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teractions. All of the models are implemented as
modules in the Retico framework (Michael, 2020)
for ease of use in incremental systems.

2 Background & Related Work

Incremental ASR  Many ASR models operate in-
crementally in that they produce word or sub-word
outputs as the recognition unfolds (Morbini et al.,
2013). This ability to function incrementally is an
important requirement for spoken dialogue systems
(SDS), especially ones that are multimodal or part
of a robot platform because there is a high expec-
tation of timely interaction from human dialogue
partners (Kennington et al., 2020). Although ASR
can function incrementally, most ASR models use
the word-error-rate (WER) metric for evaluation,
even in conversational settings (Morris et al., 2004;
Morbini et al., 2013; Georgila et al., 2020). How-
ever, WER solely captures the end performance and
does not take into account incremental performance
and speed. Morbini et al. (2013) mentions the im-
portance of incremental ASR stating, “incremental
results allow the system to react while the user
is still speaking”, yet evaluates ASR performance
using only WER. We build on this prior work by us-
ing WER as well as metrics to evaluate incremental
performance.

Baumann et al. (2009, 2016) proposed metrics
for evaluation of incremental performance such
as Edit Overhead, Word First Correct Response,
Disfluency Gain, and Word Survival Rate. All of
the metrics, including WER, can be classified into
one of the following three general areas of interest:
overall accuracy, stability (which can be thought
of as measuring the incremental performance), and
speed. However, these metrics focus on discrete
word-level output and not the relationship of be-
tween incremental performance and speed. To
capture the relationship between incremental per-
formance and speed, we propose to measure the
number of Revokes per Second (introduced in Sec-
tion 3.1.1).

Incremental NLU NLU maps words onto a mean-
ing representation, such as a semantic frame (see
example in Section 3.2). Among many methods
for doing this mapping, in this paper, we focus
on RASA (Bocklisch et al., 2017) which is open
source and has been shown to work well for NLU
(Liu et al., 2019). RASA was made to work incre-
mentally in Rafla and Kennington (2019), but sub-
sequent updates to RASA have left the incremental

version obsolete and the original evaluation did not
include ASR as the evaluation was performed using
only text data (i.e. ground-truth transcriptions). In
this work, we incrementalize a recent version of
RASA that will be more maintainable in the future
and we evaluate performance using incrementally
produced transcriptions from an ASR as well as the
ground-truth transcriptions.

3 Methods

05]
-05 - *
%4

Par———

should
m """"" 2 Add

Revoke

Figure 1: An example of adds and revokes. The word
should is added, then revoked and replaced by showed.
The diamonds represent the time when the predictions
are made.

The Incremental Unit Framwework We adopt
the Incremental Unit framework from Schlangen
and Skantze (2009) for its flexible design. The
framework is built around incremental units (10),
discrete pieces of information (e.g., a chunk of
audio, a word, an image), that are produced by
specific modules. These modules process 1Us as
input and can pass 1Us that they produce to other
modules. For example, a microphone module can
output chunks of audio as 1Us that are passed to an
ASR module that outputs individual words as IUs
which can in turn be passed on to an NLU module,
and so on.

The 1U framework has provisions for handling
cases where a module’s output was found to be
in error, given new information. To handle these
cases, there are three operations for 1Us: add (to
mark an IU to be added to the output), revoke (to
mark an IU to be removed from the output), and
commit (to mark that an 1U will not longer change).
A perfect ASR would only add new words to the
growing list of previously recognized words. But
as most ASRs have errors—particularly when they
work incrementally—the revoke operation allows
the ASR module to remove an erroneous IU and
replace it (i.e., through another add operation) in
the recognized output. Importantly, the revoke
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operation propagates to downstream modules that
may have acted on prior input, signalling the error.
An example of incremental add and revoke for
ASR is shown in Figure 1. We use Retico, a Python
implementation of the 1U framework, to implement
and evaluate ASR and NLU models (Michael, 2020).

3.1 ASR

We use six different, readily available ASR models:
2 cloud-based and 4 local, chosen due to their re-
spective results and accessibility. The cloud-based
models are Google Cloud’s Speech-to-Text and Mi-
crosoft Azure’s Speech. We use Wav2Vec2 (W2V),
DeepSpeech (DS), PocketSpinx (PS), and Vosk
(Baevski et al., 2020; Hannun et al., 2014; Huggins-
Daines et al., 2006).

Due to the limited amount of information given
about the online ASR models, we can not go into
depth about the architecture and training behind
these models. The local models are summarized in
Table 1 and described below.

Wav2Vec (W2V): We use Meta’s Wav2Vec
model from a checkpoint provided by Hugging-
Face where the model has been pre-trained and
fine-turned on 960 hours of Librispeech (Baevski
et al., 2020). This architecture is unique in that it
is pre-trained on hours of unlabeled raw audio data.
While other models first convert the audio into a
spectrogram, Wav2Vec operates directly on audio
data.!

DeepSpeech (DS): Mozilla’s DeepSpeech
model, is based on work done by Hannun et al.
(2014). This architecture uses Recurrent Neu-
ral Networks that operate on spectrograms of the
audio to make predictions. We use the 0.9.3
model and scorer for predictions. This model
was trained using a wider variety of data from
Fisher, LibriSpeech, Switchboard, Common Voice
English, and approximately 1,700 hours of tran-
scribed WAMU (NPR) radio shows explicitly li-
censed to them to be used as training corpora.’

PocketSphinx (PS): One of the lighter ASRs we
tested is CMU’s PocketSphinx (Huggins-Daines
et al., 2006). PS is a light-weight ASR that is a
part of the open source speech recognition tool
kit called the CMUSphinx Project. This model
was trained on 1,600 utterances from the RM-1
speaker-independent training corpus. Unlike the
previously mentioned models, PS does not use neu-

"https://huggingface.co/facebook/wav2vec2-base-960h
*https://deepspeech.readthedocs.io/en/r0.9/

Sliding Window Method

Dictionary

{
Mw —R{¥4] - transcript: ..
}
look up and
{ join
7 — R{p4)] — transcript: ..
}

Dictionary

{ look up and
"‘"—W—— - K] — transcript: ... join
}

Figure 2: In the Sliding Window method, the ASR model
makes predictions on partially overlapping portions of
audio. Dictionaries are used to join the incoming pre-
dictions together.

ral networks and is instead based on traditional
methods of speech recognition by using hidden
Markov models, language models, and phonetic
dictionaries.>

Vosk: Alpha Cephei’s Vosk (with the vosk-
model-en-us-0.22 model) is built on top of Kaldi
(Povey et al., 2011), and like PocketSphinx, uses an
acoustic model, language model, and phonetic dic-
tionary. Vosk uses a neural network for the acoustic
part of the model.*

3.1.1 ASR Metrics

As mentioned, all previously proposed metrics for
evaluating incremental ASR can be divided into
three broad categories: overall accuracy (using
WER), speed, and stability. In this section, we de-
scribe the specific metrics used and introduce our
new metric which combines these last two cate-
gories of speed and stability into a single metric.

Overall Accuracy: WER  Although there are dif-
ferent metrics to measure overall accuracy as com-
pared in (Morris et al., 2004), we only use the most
common metric, Word Error Rate (WER), which
is defined by the the number of edits, substitutions
(S), insertions(I), and deletions (D), divided by the
total number of words (N): WER = S“T*D.

Predictive Speed: Latency In order to measure
the general speed of an ASR model, we measure the
time it takes from the time the ASR model gets the

3https://github.com/cmusphinx/pocketsphinx-python
*https://alphacephei.com/vosk/
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Name (abbreviation) Model Training Data

Wav2Vec (W2V) wav2vec2-base-960h  LibriSpeech

DeepSpeech (DS) 0.9.3 Fisher, LibriSpeech, Switchboard, Common Voice English
PocketSphinx (PS) N/A 1600 utterances from the RM-1

Vosk en-us-0.22 N/A

Table 1: Local ASR models along with their used models and training data if available.

Concatenation Method

i G -

T
L] I ]
12

l |
@-
—> transcript: ...
}

{ {
{89 — vanscript: . i) — tanscript: ..
} }

Figure 3: In this method, the incremental audio is con-
catenated together, and a prediction is made on the entire
audio that has been given up to that point.

audio until the prediction is made. We then take
this time and divide by the number of words in that
particular prediction. With this, we define latency
as the average amount of time per word it takes an
ASR model to make a prediction: LAT = T’X,"e,
where time is measured in seconds and N is the

total number words in a given prediction.

Stability: Edit Overhead For measuring stabil-
ity, we measure the edit overhead (EO). EO is the
total number of revokes (R) divided by the total
number of edits, or additions (A) and revokes (R),

that the ASR model makes. FO = MLR.

Revokes per Second Our proposed and final met-
ric is the number of Revokes per Second (RPS). We
propose this metric as a way to capture the relation-
ship between both speed and stability in an inter-
pretable fashion by measuring how often an ASR
changes its predictions. In an incremental SDS set-
ting, this is the average number IUs that are labeled
as type revoke per second. In an online meeting
where real-time subtitles are available, this would
represent the number of times you could expect a
word to change per second in the transcript.

In such settings, a high RPS in a model’s in-

cremental predictions could result in confusion in
downstream modules in an SDS setting (such the
NLU module) or in humans trying to follow an on-
line meeting using the real-time transcript.

We also look at the inverse Seconds per Revoke
(SPR) as a simple adjustment to this metric to see
how many seconds will pass by before one can
expect to see a revoke. This SPR value is useful
in interpretations when the RPS is low. Taken to-
gether, the formulas for these metric are as follows:

RPS = gt and SPR = T20) — oL

Combining Sub-word Output Both Google and
Azure offer incremental ASR results. For these
two ASRs, the audio files are sent to the cloud ser-
vices in chunks, and the service returns a prediction
with other meta-information. Google and Azure
ASRs handle the concatenation, combining the pre-
dictions into a string that grows as the utterance
unfolds. For local ASR models, we have control
over how the predictions are combined and pro-
cessed. We apply and compare two methods in this
evaluation: Sliding Window and Concatenation.’
One limitation of many ASR models is the
amount of audio they can process. For longer au-
dio files (> 30 seconds), ASR models will start slow
down and even crash. For this reason, we exper-
iment with a sliding window of audio. For this
Sliding Window method, we pass the audio from
the file in chunks that are a bit longer than one
second. These are then concatenated together as
an audio buffer and given to an ASR model until it
produces a prediction of at least 5 words or when
it is indicated that it is the end of that particular
audio file. Once a prediction of 5 words is made
we remove the first 35% of the audio buffer. This
results in a series of predictions on segments of
audio. When a prediction is received, it is joined
together with previous predictions. Due to overlap
in incoming predictions, the way that the predic-
tions are joined together is non-trivial. We used
string filtering and matching functionalities to fil-

SWe used the same PC with a GTX1080TI GPU for the
local models.
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ter out noise and join predictions appropriately by
finding the overlapping string using dictionaries
from WordNet and NLTK (Miller, 1995; Bird et al.,
2009).

In the audio datasets we use, generally the files
are short. Therefore, as a comparison we also im-
plement a more simple Concatenation Method. For
the Concatenation method, we present the audio
in chunks into an audio buffer in the same manner
as the Sliding Window method, except the audio
buffer is a concatenation of all the audio (i.e., no au-
dio ever gets removed from the buffer). Essentially,
with this method, the ASR model makes a predic-
tion from the very beginning of the file to the most
recent audio given to the buffer. This is computa-
tionally more expensive and takes more memory
because the ASR model has to make predictions
on longer pieces of audio as time goes on, but this
method eliminates the need for string matching be-
tween overlapping predictions. Diagrams showing
these two methods can be seen in Figures 2 and
3. We compare these two methods as part of our
evaluation.

3.2 NLU

RASA is a NLU framework that is made up of
components that work in a sequential pipeline. In
RASA, at least three components are usually re-
quired: a tokenizer which splits inputs into smaller
tokens (usually words), a featurizer that maps
words into a vector, and a classifier that maps from
vectors to slots, but others can be included.

The output of this classifier becomes a meaning
representation, which is a semantic frame made up
of slots, with an overarching intent. The example
below shows how the utterance I would like a flight
from Boston to Berlin is represented as a semantic
frame made up of 3 slots, one being the intent:

intent flight
source Boston
target Berlin

The dialogue designer determines the slot names
based on the domain, e.g., source for departure
airport and target for destination airport.

Instead of making each of the individual com-
ponents in RASA work incrementally, we follow
Khouzaimi et al. (2014) by inserting an incremental
manager component at the beginning of the RASA
pipeline that allows word-level 1Us (i.e. word and
IU operation type) to be used as input.

Figure 4 shows a typical minimal pipeline for
RASA with our incremental manager component
added to enable the entire pipeline to process with
word-level 1Us. This incremental manager compo-
nent maintains the unfolding utterance by adding
each new word (i.e., from an incremental ASR) to a
growing utterance prefix, or an incremental cache,
that is re-processed at each word (revoked words
are removed from the prefix, as needed).®

For example, the utterance from Boston to Berlin
as part of an ongoing dialogue about booking
flights is processed word-by-word, but RASA pro-
cesses each prefix as a separate utterance:

from

from Boston

from Boston to

from Boston to Berlin

Another challenge to incrementalizing RASA
is only outputting new updates to the NLU frame.
For example, at each word in the above utterance,
RASA should only produce the source:Boston
slot of the frame when the words from Boston are
uttered, and not again even though the prefix is
being reused at each increment. Likewise, the
slot target:Berlin should only be produced once
when the relevant words fo Berlin are uttered.

For evaluating NLU, we use accuracy and F1
scores at each word increment.

4 Experiment 1: Incremental Evaluation
of ASR Models

Data To evaluate, we use datasets from two dif-
ferent domains: LibriSpeech and a recently assem-
bled dialogue dataset of simulated medical conver-
sations (Fareez et al., 2022).” The LibriSpeech test-
clean dataset contains 5.4 hours of speech from 40
different speakers, 20 male and 20 female. This au-
dio is divided into over 2,600 files with an average
of about 20 words per file containing a vocabulary
of over 8,100 words. To ensure the audio would
work on all of our models, we converted the audio
files to WAV files.

®This version of incremental processing is called restart
incremental because it resets the internal model at each word
increment. More ideally, we would use a model that could
maintain its internal state and work incrementally (known
as update incremental), but recent language understanding
models are not amenable to word-level processing.

"We were unable to obtain the Switchboard corpus due to
prohibitive costs.
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Figure 4: Adapted from rasa.com: our Incrementalizer component at the beginning of any pipeline allows the entire
pipeline to process at the word level by managing and caching relevant incremental information.

The medical conversation dataset contains 272
audio files with corresponding transcripts. The
purpose of using this dialogue data is 1) to test
each model on domain data that presumably none
of them have been trained on (since this dataset
was just made public in 2022), and 2) to test how
each model performs on a dialogue dataset that
contains disfluencies such as fillers, corrections,
and restarts.

The audio files range from around 7 to 20 min-
utes in length or about 800 to 2,200 words. Due
to the size of these audio files, we split up the files
into utterances based on silence and then randomly
sample a set of 40 utterances, 17 of which were
able to be processed by all 6 ASR models (max 40
seconds, min 0.8 seconds, 6.1 seconds in length on
average) due to the length of some of the utterances
and the constraints that each model can handle.

Results The results are shown Table 2. When
using the Sliding Window method, local models
had lower latency (i.e. faster) than both the online
models. Some of the local ASR models using the
Concatenation method were faster than both of the
online ones. However, tests using the Concatena-
tion method was slower and had a higher EO than
the Sliding Window method given the same ASR.

Although slower and less stable (as measured by
EO), the Concatenated versions performed better
than their corresponding Sliding Window version
in overall all accuracy or WER. This makes sense as
the Concatenation method has access to the entire
context to make predictions where as the Sliding
Window has only a small portion of the context.
Comparing the online models, Google is less accu-

rate and more revoke dependant than Azure. How-
ever, Google is considerably quicker which could
be crucial in an interactive dialogue setting. The
cloud models had surprisingly low latency (though
the latency is dependent on the internet speed), but
the local ASRs tended to have the lowest latency.

The local ASR model which performed the best
in terms of WER was the W2V model using the
Concatenation method on the LibriSpeech data
and Vosk on the Medical Dialogue data, while the
model with the lowest Edit Overhead was the DS
model using the Sliding Window method. Though
a low WER is generally better, the number of re-
vokes has implications for downstream modules
in an SDS; keeping the EO low and Revokes per
Second low with a low WER means the model was
correct early, which is ideal.

Our results are consistent with previous evalua-
tions on Incremental ASR (Baumann et al., 2016)
that show that Google’s ASR predictions, although
fairly accurate overall, are not as stable as the oth-
ers, with the highest Edit Overhead of 0.279/0.228
and an average of about 4.5/5.1 Revokes per Sec-
ond on the LibriSpeech dataset and Medical Dia-
logue dataset respectively.

The DS and Vosk models’ WERs were higher
than some of the other models, but the low EO
and infrequent number of revokes make them po-
tentially good candidates for an SDS that requires
high accuracy as well as low latency and EO, for
example in a robotic platform. We suggest Con-
catenation for live microphones, with voice activity
detection or with certain models chunking,® to pre-

8https://huggingface.co/blog/asr-chunking
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Incremental ASR Results on LibriSpeech
Google | Azure | W2V | W2V (Con.) DS DS (Con.) PS PS (Con.) | Vosk | Vosk (Con.)
WER 13.2 9.1 10.6 4.0 18.3 8.4 40.4 31.8 33.4 6.4
LAT 0.197 0.539 | 0.099 0.127 0.181 1.443 0.105 0.220 0.104 0.167
EO 0.279 0.065 | 0.011 0.093 0.001 0.013 0.014 0.147 0.072 0.019
R/Sec | 4.564 0.679 | 0.141 1.919 0.008 0.012 0.178 1.688 0.910 0.143
Sec/R | 0.219 1.473 | 7.083 0.521 123.135 80.489 5.613 0.593 1.099 7.004
Incremental ASR Results on Medical Dialogue Dataset
Google | Azure | W2V | W2V (Con.) DS DS (Con.) PS PS (Con.) | Vosk | Vosk (Con.)
WER 41.1 21.0 47.8 423 42.5 38.7 85.6 80.0 38.4 23.2
LAT 0.287 0.623 | 0.125 0.217 0.245 1.452 0.131 0.394 0.307 1.296
EO 0.243 0.055 | 0.016 0.211 0.000 0.014 0.005 0.240 0.048 0.025
R/Sec | 5.944 0.207 | 0.253 6.376 0.000 0.013 0.046 2.447 0.215 0.079
Sec/R | 0.168 | 4.837 | 3.953 0.157 inf 75.616 21.734 0.409 4.649 12.733

Table 2: Summary of results. Local ASRs had lower latency than cloud-based ASRs. The Concatenation method,
shown in the columns that contain a (Con. ), had higher latency and resulted in a higher EO and RPS, but not as
many revokes as the online ASRs. inf means zero revokes per second.

vent running out of memory because it is more
accurate and does not require string matching.

5 Experiment 2: Evaluation of
Incremental RASA

In this section, we explain our experiment to evalu-
ate our incremental version of RASA NLU.

Task & Procedure For this experiment, we were
restricted to only use datasets that contain audio,
text transcriptions, and annotated frames. Since
SNIPS (Coucke et al., 2018) and SLURP (Bas-
tianelli et al., 2020b) datasets have these require-
ments, they are used for evaluation in this exper-
iment. Both datasets have speech (though in the
case of SNIPS, the audio is synthesized). We com-
pare incremental results using oracle (i.e., hand-
transcribed) speech from the two datasets as well
as ASR output from Google ASR (which had good
WER in Experiment 1 and has low latency, but high
edit overhead which is desired so RASA has a
chance to handle revokes).

The SNIPS dataset contains 14,484 entries
with seven categories of intents evenly distributed.
There is an average of 9 words per utterance with
66,500 entity annotations with the largest entity
representing 8.2% of the annotations. The SLURP
dataset consists of 14,488 utterances with 18 in-
tents unevenly distributed with the largest intent
representing 14.4% of the data. There is an average
of 7 words per utterance with 21,662 entity annota-
tions with he largest entity representing 14.9% of
the annotations.

Metrics & Baseline We calculate F1 score of the
intent and slots (termed entities in RASA; a false
positive is when a slot is filled erroneously, and

a false negative is when a slot is unfilled). The
F1 score at the end of an utterance is the highest
possible because at that point it has received all of
the audio information. To show how well RASA
works incrementally, we show F1 score at the end
of the utterance along with show how the F1 score
is affected when incrementally removing up to 7
frames/words before the end of the utterance.

We report the F1 score for both hand-
transcriptions and ASR output for both datasets. For
intent detection, the majority classifier baseline for
SNIPS is 14.3% and for SLURPS, 14.4% Similarly
the majority classifier baseline for entity detection
for SNIPS is 8.2% and for SLURPS entities, is
14.9%. Here we are not attempting to evaluate
the RASA model to achieve state-of-the-art results,
rather we are trying to evaluate the potential for
RASA as an incremental NLU.

Results Figure 5 shows the results for this exper-
iment. Naturally, the closer the utterance was to
the end of the utterance, the higher the F1 score.
Furthermore, the F1 scores for intent (a single clas-
sification of the entire utterance) was higher than
the F1 scores for the entities. This too is expected
as the single classification task of detecting intent
from either seven (SNIPS) or 18 intents (SLURPS),
is much simpler than detecting multiple entities
from a wider range of categories.

Results moreover show that even when the tran-
scripts are not 100% correct (i.e. come from an
ASR, the solid blue line in figure 5), RASA can
achieve a higher F1 score than the majority clas-
sifier as early as 6 words out for the more diffi-
cult task of entities detection. For intent detec-
tion, RASA performs significantly better than the
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Figure 5: TOP: Incremental results on the SNIPS dataset: transcriptions and ASR. The y-axis is the F1 score, the
x-axis is the number of words before the end of the utterance (i.e., before commit). BOTTOM: Incremental results
on the SLURP dataset: transcriptions and ASR. The y-axis is the F1 score, the x-axis is the number of words before

the end of the utterance.

baseline very quickly into an utterance and on the
SNIPS dataset, with imperfect transcripts from the
ASR, RASA achieves an F1 score over 80% as early
as three words before the end of the utterance.
This evaluation shows the potential for RASA
to be used effectively in an incremental setting, al-
lowing a system that uses this incremental setup to
be able to make decisions, start acting, or formulat-
ing queries before the end of an utterance. This is
agreement with with Manuvinakurike et al. (2018)
who showed that incremental NLU can be more
efficient. For example, an utterance such as go to
the right to pick up..., a robot could start moving in
a predicted direction before the robot even ‘knows’
that it is to pick up and before it ‘knows’ what to
pick up. In the setting of booking an airline or
flight, the words I would like to book..., the SDS
could already begin to start formulating the query
to check availability before the end of the sentence.

6 Conclusion

In this work, we tested six different ASR models
and RASA for NLU in an incremental setting and
we proposed a new metric for incremental ASR,

Revokes per Second as an informative addition
to existing incremental metrics. We showed that,
generally, as might be expected, online ASR (in
our evaluation, Google Cloud and Azure cloud ser-
vices) is not as fast as most of the local ASR models
tested, and while the online ASRs are some of the
most accurate ASRs we tested, they both have a
relatively high number of Revokes per Second and
Edit Overhead which, in combination with the la-
tency, could potentially lead to more issues in an
incremental setting because high edit rates could
require unnecessary processing. Our results are
informative as to the out of the box performance.
Furthermore, we also believe that our proposed
metric, Revokes per Second, is an interpretable
useful metric that should be used as ASR becomes
more prevalent in [ive settings such as in Spoken
Dialogue Systems on robots or in live captioning
in online meetings.

For NLU, we showed that RASA can work well
incrementally, offering designers and users earlier
than end-of-utterance predictions of user utterances.
This will enable systems to have the option to make
earlier decisions and actions, and our changes will
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be beneficial for long-term maintenance.
Each of the modules described in this paper are
implemented in Retico and will be made public.
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Abstract

We present a collection of (currently) about
5.500 commands directed to voice-controlled
virtual assistants (VAs) by sixteen initial users
of a VA system in their homes. The collection
comprises recordings captured by the VA itself
and with a conditional voice recorder (CVR)
selectively capturing recordings including the
VA-directed commands plus some surrounding
context. Next to a description of the collection,
we present initial findings on the patterns of
use of the VA systems during the first weeks af-
ter installation, including usage timing, the de-
velopment of usage frequency, distributions of
sentence structures across commands, and (the
development of) command success rates. We
discuss the advantages and disadvantages of the
applied collection-specific recording approach
and describe potential research questions that
can be investigated in the future, based on the
collection, as well as the merit of combining
quantitative corpus linguistic approaches with
qualitative in-depth analyses of single cases.

1 Introduction

Human-computer interaction becomes increasingly
more prevalent in industrialised societies. More
recently, especially interactions with in-home in-
telligent virtual assistants (VAs) quickly grows in
popularity and amount of use. While research on
human interaction with technology moves more
into the focus of the language sciences lately, it
was established early with Suchman’s (1987) semi-
nal work on situated practices in the usage of “in-
telligent” machines (at that time a printer). Since
then, ethnomethodological and conversation an-
alytic (CA) research has addressed a variety of
phenomena regarding the interaction between hu-
mans and Al-based technologies (for a compre-
hensive overview of studies see Mlynér et al. (in
prep.)). CA-related studies (and studies inter-
ested in conversation analytic concepts), especially
when investigating interaction with verbally con-
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Mannheim, Germany
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Silke Reineke
Institute for the German Language
Mannheim, Germany
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trollable technology (voice-based virtual assistants,
robots, chatbots etc.), have examined the organi-
zation of talk, like openings and closings (e.g.,
Pitsch et al. (2009)) and turn-taking in dyadic and
multi-party interaction (Skantze, 2021), as well as
on miscommunication and repair sequences (e.g.,
Krummbheuer (2008); Pelikan and Broth (2016)).

Recent studies on interaction with VAs like
Amazon’s Echo Dot or Alphabet’s Google Home
have shown how VA systems are designed to help
users diagnose and repair trouble (e.g. by rephras-
ing requests or asking clarifying questions (see
Porcheron et al. (2018); Reeves et al. (2018)). Pre-
vious research also touched upon the question of
how VAs are embedded in multiple ongoing ac-
tivities in private settings (Porcheron et al., 2018),
how reactions of VAs have effects on the progres-
sivity in interaction (Fischer et al., 2019), how the
integration of systems into everyday practices is
connected to agency (Habscheid et al., 2023), and
how a machine’s ‘participation’ can be seen as situ-
ational and regulatory participation which becomes
part of meaningful talk-in-interaction (Reeves and
Porcheron, 2022).

While VAs are claimed to be designed to more
and more resemble human interlocutors in their
verbal behaviour, they still fall short of human-
like interactional capacities in many tasks and on
many occasions. Users however do not apply
social rules ‘mindlessly’ onto VAs (Reeves and
Porcheron, 2022). They adapt their talk in order to
improve interaction with a VA (Pelikan and Broth,
2016), e.g. by altering prosody or rephrasing in-
structions (Porcheron et al., 2018), and they learn
how to formulate probably successful commands
(Reeves et al., 2018). Learning to efficiently deal
with these weaknesses thus becomes a task of hu-
man users.

First users of a VA system hence need to learn
the peculiarities of the system to be able to achieve
successful goal-oriented interaction with the VA.
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Studying such adaptations to systems, CA-related
research has hitherto mainly used single-case anal-
yses only, typically focusing on specific moments
of trouble. To systematically analyse and under-
stand in what ways users adapt their use of VAs
to the capabilities and limitations of the system,
how they learn which strategies turn out to be suc-
cessful, and which are the overarching longer-term
patterns of use, we need to collect data of human-
VA interaction over time and analyse them from
a micro-longitudinal perspective. In our project,
we aim at addressing this desideratum and adopt
a mixed-methods approach that combines conver-
sation analysis and interactional linguistics with
quantitative analysis. Our overarching goal is a
micro-longitudinal analysis of first users’ adaption
in interacting with the VA. The focus of this paper
is on a quantitative overview of developments over
time with regard to the timing dynamics of com-
mands, their linguistic structures, and their success-
rate.

The methods of data collection are described in
section 2. Section 3 presents a description of the
resulting collection of audio recordings, as well as
a number of first exemplary findings. Finally, sec-
tion 4 will offer a discussion of the achievements
and downsides of the presented methods of data
collection and processing, and give an outlook on
future use cases for the collected data and the kinds
of questions that can be investigated on their basis.

2 Methods

2.1 Participants

To be able to draw a picture of how humans use a
VA in a natural setting, and in line with conversa-
tion analytic methodology, we recorded naturally
occurring interactions of human users with a VA,
focusing on recording human-VA interactions with
ecological validity. We recorded first users’ au-
thentic interactions with VAs in their private living
environments during their first weeks of using the
VA. We searched for participants who had an a pri-
ori interest to get a VA system for their homes and
asked them if they would be willing to participate
in our study over a period of several weeks. We
only included users who had no significant prior
experience in using a VA system, so they are all
novices in the field of VA communication. Partici-
pants got a small monetary compensation for their
participation in the study and could keep the VA
system after the end of the recording period. We

obtained all participants’ advanced informed writ-
ten consent to use the recordings and VA log-files
they provided for the purpose of the project. To
date, we recorded six single participants or partic-
ipating families with two to four members (mean
age = 20 years, min = 3 years, max = 37 years) over
a period of seven to ten weeks (mean = 66 days,
min = 49 days, max = 72 days), starting from the
first day of their usage of the VA.! This way, we
were able to track potential changes over time in
participants’ usage behaviour and formulations of
commands during the initial phase of interacting
with their newly installed VA system.

2.2 Recording Methods

For data collection, a new VA system (Amazon
Alexa EchoDot) was installed together with the par-
ticipants in their home, either in the kitchen or in
the living room. Additionally, a conditional voice
recorder (CVR)? was placed in close proximity to
the VA speaker for the recording period. The CVR
is a device developed and previously used by Mar-
tin Porcheron (see Porcheron et al. (2018)) that
captures audio snippets containing commands to
the VA. The CVR-software uses a speech detection
model® and is installed on a Raspberry Pi supplied
with a conference microphone. We replicated the
CVR and adapted it for our purposes.* Our ver-
sion of the CVR continuously recorded 90-second
stretches of audio, constantly overwriting these 90
seconds in a loop. Upon detecting the wake-word
(“Alexa”), the CVR would save the last 90 seconds
of recording and attach the following 90 seconds
of recording to the file, creating 3-minute long au-
dio snippets around each user command to the VA.
This way, we were able to record the context in
which users addressed the VA, the commands to
the VA themselves, as well as the reactions by the
VA plus potential follow-up context.> Whenever

!One additional household was excluded from data analy-
sis in this study due do data scarcity, as the participants made
use of the VA only in 11 days, producing only 81 commands.

*https://github.com/MixedRealityLab/conditional-voice-
recorder

3The respective models were obtained by the Snowboy Hot-
word Detection Engine: https://github.com/Kitt-Al/snowboy

*Main changes were: We extended the recording time of
the audio snippets from 120s to 180s, we wrote timestamps
into the recording file names, we changed the LED-setup due
to a mutable microphone and we added an RTC module that
guarantees a power supply for the integrated system clock,
so that we could disable wifi and bluetooth connections for
privacy reasons.

>We only analyse the stretches of context that are relevant
to the interaction with the VA.
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they chose, participants could switch off the micro-
phone attached to the CVR.

In addition to the CVR data, we also collected
the audio recordings captured and stored by the VA
system itself. The VA system saved audio record-
ings containing only the user commands, starting
with the wake-word “Alexa”. Thus, these record-
ings are generally only a few seconds in length.
On top of these VA audio recordings, the VA sys-
tem kept a log of all user commands in a csv-file.
These log files contain a transcription of each user
command, generated by the VA’s speech detection
algorithm.®

Since both types of recordings have their advan-
tages and drawbacks, both types of recordings were
important for our purposes in order to achieve a
collection of commands (and relevant context) that
was as exhaustive as possible: CVR-recordings
are based on a less well trained speech detection
model than the one available to the VA. Hence, the
CVR is prone to detection failures, occasionally
missing to record actual user commands (i.e. false-
negatives) (see section 3). Additionally, the CVR
sometimes saves files based on false-positive detec-
tions of the wake-word. Due to the inferior speech
detection model, false-positives and false-negatives
are more common in the CVR-recordings than in
the VA recordings. On the other hand, commands
that did not trigger a verbal reaction by the VA
are sometimes omitted from the list of VA record-
ings (and the respective csv-logfiles)’. Similarly,
false-negatives also occur on the side of the VA,
leading to no reaction in response to the wakeword.
These false-negatives in turn can regularly be found
within the CVR-recordings. Moreover, in compar-
ison to the VA system, CVR-recordings contain
context information leading up to the user com-
mand, the audio of the VA reaction to the command,
and follow-up context including user reactions in
third position following the VA reactions. Thus,
CVR recordings are best suited for all studies that
need to take into account the preceding context as
well as the VAs response. As a complementary

SCopies of the VA log files and VA audio recordings were
sent to us by the participants after the end of the respective
recording periods. Before sending these data to us, partic-
ipants had the chance to read the log file and listen to the
recordings and decide to delete entries and recordings that
they did not wish to share without any disadvantages or other
consequences.

"Typically omitted commands include setting the volume
or stopping a running playback of music. While these are
omitted from VA recordings, they would still be present in the
CVR-recordings.

completion of the commands not recorded by the
CVR, the VA recordings are however important for
micro-longitudinal studies (e.g., on success- and
failure-rates) that need to rely on a dataset as ex-
haustive as possible.

2.3 Data Pre-Processing

For the collection of human-VA interactions, the
obtained recordings went through a number of
pre-processing steps. After obtaining the CVR-
recordings and the VA-recordings plus the VAs’
log lists of commands that were issued by the par-
ticipants during the recording period, we cleared
the list of CVR-recordings from false positives
by automatically matching the time stamps of the
recordings with the time stamps of the logged com-
mands in the VAs’ log lists: Only CVR-recordings
that contained at least one time stamp of a logged
command were kept for further processing and in-
spection. As a next step, we manually checked
and transcribed the remaining CVR-recordings that
contained at least one logged command.® Dur-
ing this checking and transcription process, any
additional commands that were contained in the
CVR-recordings but not logged in the original list
by the VA were also transcribed and added to the
log list of issued commands. In a following step,
all recorded commands were manually annotated
for a number of factors, including whether the kind
of command has been used before by the same
user (form-based); a coarse category of what ac-
tion was requested of the VA; what sentence type
has been used for the command; what intonation
contours have been used in the wake word and in
the command proper; whether the command was
successful in terms of the VA-output fitting to the
command; and whether the output was followed by
any additional comments on the side of the partici-
pant in third position. Moreover, we coded whether
the original transcription by the speech detection
algorithm of the VA was erroneous. In these cases,
we corrected the transcription in question and kept
a record of the original transcription of the com-
mand.’

8Tteratively developing and exhaustively implementing a
coding scheme is a time-consuming process (Mundwiler et al.,
2019; Stivers, 2015). At the point of submission, this checking
and transcription has been completed for one participating
family. See section 3.2 for more details.

The number of VA speech detection errors varied between
participants, see section 3.1 for details.
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3 Results

As described in section 2, our collection consists of
two kinds of recordings: short audio files captured
by the VA, containing just the user commands, and
3-minute recordings captured by the CVR, con-
taining the preceding context of a command, the
command itself plus the VA’s reaction, as well as
follow-up context after the exchange. We will first
present the results of our analyses of the obtained
VA-recordings in section 3.1, followed by a presen-
tation of the results of initial analyses of a subset
of the obtained CVR-recordings in section 3.2.

3.1 Analyses of obtained VA-recordings

For our analysis, we included audio-recorded
human-VA interactions in six households for the
first 49 to 72 days after the VA had been installed
by the users. In total, we obtained 5502 com-
mands that were recorded and logged by the VAs.
On average, commands were 4.23 words long, in-
cluding the wake word (SD = 2.49).'° The inten-
sity of usage and thus the number of commands
recorded and logged by the VA varied considerably
between participants (see Table 1): While partici-
pating household 5, for instance, only issued 165
commands that were logged by the VA, making
use of the VA in 44 out of the recorded 72 days
(61%), household 6 produced 2186 logged com-
mands, using the VA in 55 out of the 67 days in
the recording period (82%). Listening to all VA-
recorded commands and comparing them to the
VA-logged transcriptions, we found that of all com-
mands logged by the VA system, the transcript of
the command was erroneous in 8%. Proportions
of mis-detections of speech input were found to
vary across participating households: 1: 10.1%, 2:
9.1%, 3: 9.5%, 4: 3.0%, 5: 6.8%, 6: 9.9%.
Human-VA interactions were found to com-
monly happen in clusters of commands''. This
means that, across all logged commands, the prob-
ability of a command being issued is highest right
after a previous command and drops considerably
after a few seconds, with 25% of commands being
issued within the first 10 seconds after a previous

0The average lengths of commands differed only slightly
between households, with the smallest household mean being
3.95 words and the largest being 4.74. SDs for the different
households were all between 2.39 and 2.65. VA responses
varied much more in length, with a grand mean response
length of 12.15 words (SD = 11.63).

""With ‘commands’, we mean the VA being addressed in
an utterance by the user starting with the wakeword, mostly
containing a request to the VA.

Household N daysof N days N logged
(N members) recording ofuse commands
1(2) 49 29 313
24 70 44 1033
3(1) 69 40 429
4 (3) 68 61 1377
5Q2) 72 44 162
64 67 55 2186
total: 395 273 5502

Table 1: Recording details by participating households.
N members specifies the number of regular users of
the VA, N days of recording specifies the length of the
recording periods, N days of use specifies the number
of days containing commands to the VA, N logged com-
mands specifies the number of commands logged by the
VA during the recording period.

command, 50% of commands being issued within
22 seconds, and 75% being issued within 182 sec-
onds.This general pattern holds across all recorded
households (Figure 1).

A Elapsed time between commands - pooled data
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Figure 1: Density plots illustrating probabilities over
time for a next command after a previous command. Top
panel A shows data pooled by all users. Bottom panel
B shows data by VA. In all VA users, the probability for
a new command peaks between 7 and 13 seconds after
the previous command. N = 5502.
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Another observation that holds across all
recorded households is that the frequency of com-
mands declines during the recording period. To
quantify this observation, we built a general linear
mixed effects regression model using the R pack-
age lme4 (Bates et al., 2015; R Core Team, 2023),
using a Poisson distribution to model the number
of commands by the consecutive days of use during
the recording period, with random intercepts and
random slopes for day of use by household. The
model output showed a significant effect of day of
use (6 = —0.039,SE = 0.007,z = —5.453,p <
.001) and an intercept estimate of 3.438. Note
that the link function is logarithmic, meaning that
the modeled grand-average number of commands
per day at the beginning of the recording period
is 31 commands, with the number of commands
decreasing by factor 1.04 on each consecutive day
(Figure 2). While this factor (as well as the inter-
cept) varied between households, it was found to be
smaller than 1 for all households, meaning that the
number of commands per day tended to decrease
during the recording period for all households
(61 = —0.058, By = —0.055, B3 = —0.049, B4 =
—0.010, 85 = —0.033, B = —0.031).

Number of commands during recording period

100 -

Mumber of commands

0- I LR (s
0 20 40 G0
Day of use (consecutive)

Figure 2: Development of frequencies of commands for
consecutive days of use across all households. Dots
represent the number of issued commands for each
day of usage by any one household. Days without
any commands are ignored. The red line represents
the fit of a general linear mixed effects regression
model (formula = Neommandgs ~ dayO fUse + (1 +
dayO fUse | household), family = poisson(link =
log), see main text for details). The red ribbon repre-
sents 68% confidence intervals.

3.2 Initial analyses of a subset of
CVR-recordings

As described in section 2.2, our collection consists
of two kinds of audio recordings: short recordings
of the commands made by the VA and 3-minute
recordings containing the commands made by the
additionally installed CVR. Analyses of the CVR-
recordings are time consuming and still ongoing.
Nevertheless, we exhaustively listened to all CVR-
recordings of one of the participating households
(household 1) that remained after excluding false
positives as described in section 2.3. In this section,
we present the analyses of the subset of the col-
lection containing data of this example household,
serving as a test case for the obtained recordings.

In addition to the 313 commands logged and
recorded by this household’s VA, we identified an-
other 155 commands in the CVR-recordings that
were not originally logged or recorded by the VA,
and added these to the list of identified commands,
leading to a total number of 468 identified com-
mands. Note that while the VA did not log about a
third of the issued commands, this does not mean
that the VA was generally unresponsive to these
commands. While the VA did indeed not respond
to 50 of the total of the 468 identified commands
(10.7%), the remaining commands triggered a re-
sponse in the VA. Most of the originally unlogged
commands were either commands to stop the ongo-
ing output of the VA, or to adjust the output volume.
These kinds of commands did not trigger a verbal
response by the VA, but were generally complied to
by directly stopping the current output or adjusting
the output volume accordingly. On the flipside, 86
commands (18.4%) that were logged and recorded
by the VA were not recorded by the CVR, in most
cases probably because the wake word had not been
detected, leading to false negatives.

We were interested in the distribution of success
rates over different types of sentences (Figure 3).
We thus coded all commands regarding their sen-
tence type based on their syntactic structure. Of
the 468 identified commands, 15 have a declara-
tive sentence structure (3.2%, e.g., “Alexa, ah das
ist zu schwer” (“Alexa, ah that’s too difficult™)),
135 have an imperative sentence structure (28.8%,
e.g., “Alexa, spiel mein Horbuch” (“Alexa, play my
audiobook™)), 105 have an interrogative sentence
structure (22.4%, e.g., “Alexa, wie wird das Wetter
heute” (“Alexa, how is the weather today”)), 200
have an elliptical sentence structure (42.7%, e.g.
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“Alexa, lauter” (“Alexa, louder”)), and a single case
has a deontic infinitive structure (“Alexa, Werbung
iiberspringen” (“Alexa, skip ads”)).'> Another 12
commands have been aborted and not completely
uttered (2.6%), mostly consisting of the wake word
only.

We annotated all 468 commands regarding their
outcome success. If the triggered VA response or
output was relevant to (the surface structure of) the
uttered command, the command was coded as ‘suc-
cess’. If, on the other hand, the VA response or
output did not fit the command, it was coded as
“failure’. 298 commands successfully triggered rel-
evant VA reactions, while 149 commands did not
trigger the requested response or output and were
thus coded as failures (Figure 3).'* The proportion
of failures was found to decline with increasing
numbers of commands in a given sentence struc-
ture: In the most frequent category, imperative com-
mands, only 26.5% of commands failed; in ellipti-
cal commands without a verb form, 29.6% failed;
in commands with interrogative sentence structure,
40.7% failed; in the greatly rarer commands with
declarative structure, 90.9% failed; and the single
case with an infinitive verb form also failed. In a
generalized linear model built with the R package
Ime4, the number of commands observed per sen-
tence structure as a linear and a quadratic predictor
for command success both turn out to be significant
(Brinear = 0.048, SE = 0.018,z = 2.587,p <
01; Byuadratic = —0.014,SE = 0.001,z =
—1.956,p = .050). This means that the higher
the number of total commands used with a given
sentence structure, the higher the proportion of suc-
cessful commands in that structure (Figure 4).'4

Interestingly, failing commands were found to
be produced in clusters, with the probability of a
command to fail being greatest right after a failing
command, with no or not more than one successful

'>The vast majority of commands are single sentences.
Rare instances of multi-sentence commands are generally not
successful, apparently mainly because the VA does not log
more than the first main sentence of the command. Exam-
ple (translated): User: alexa play macklemore and like this
< <singing> this is the moment>. VA: this is macklemore
on spotify. (plays some other song by same artist instead of
specific song). In this example the VA did not log the complete
command and responded only to the first part of the command
(logged command: alexa play macklemore and like this).

137 aborted commands and 14 uncategorisable commands
were not coded.

“Note that the relatively frequent stopping-commands
(“Alexa stop”) were coded as ‘imperative’ here. If they were
coded as ‘elliptical’, the general pattern of this result would
not change.

Counts of successful and failed commands by sentence type
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Figure 3: Number of successful and failed commands
by sentence type in analysed subset. N = 454.
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Figure 4: Modeled probability of success of a com-
mand as predicted by the observed frequency of the
command’s sentence structure. More frequent sen-
tence types show higher proportions of successful

commands (see main text for details). Formula =

2 ; —
SUcCcess Nstructure + I(Nstructure )7 famlly -

binomial(link = logit).

command in between (Figure 5).

In order to test whether users successfully adapt
their commands to the VA system over time, adjust-
ing the input so as to increase the success rate,
we analysed how the frequency of failing com-
mands changes over time as the users get more
experienced with the VA system. While failed com-
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Distance of a failed command to the last failed command
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Figure 5: Frequency distribution of the number of suc-
cessful commands between two failing commands. As
the most frequent case, a failing command follows di-
rectly after a previous failing command (N = 67), with
the second most frequent case being a single intermittent
successful command (N = 26). Nyptq; = 149.

mands were very common initially, with about ev-
ery second command failing to trigger an intended
response or output, the success rate in the analysis
subset of the collection approximately doubled dur-
ing the recording period of 49 days (out of which
the VA was used on 29 days). Hence, at the end of
the recording period, only about one in four com-
mands failed to elicit a desired response or output,
which makes for an average increase in success rate
of 0.66% per failed command (Figure 6).

Given the observation of an increasing success
rate over time in combination with the distribution
of failing commands across sentence types, we
investigated the development of success rates by
sentence type in more detail (Figure 7).

Elliptic commands, including standardized com-
mands like setting the volume (’louder’, ’softer’),
are found to be constantly used over time, showing
a high success rate already in the first week of use
and even becoming more successful over time. Im-
peratives, including highly frequent standardized
commands like ’stop’, are continuously used over
time as well. In contrast to ellipticals, however,
they don’t tend to become more successful over
time. Declarative commands, which are mostly
failing, are rather rare from the beginning and even-
tually fade out completely. In qualitative single-
case analyses, we can see how declaratives that are
not successful in the local sequential context are re-
paired and, more specifically, replaced by other for-
mats (like interrogatives) for the same use case. E.g.

”Alexa, we’d like to play a game for five year olds”

Distance between failed commands during recording period

el o

. ! .
Q 50 100 150
Consecutive number of failed command

Number of commands since last failure
=

Figure 6: Development over time of the number of com-
mands since the last failing command in analysed subset.
For each failed command on the x-axis, bars show how
many commands ago the last failure was located in the
usage history. If the number of commands since last fail-
ure is shown to equal 1, this failed command followed
directly upon a previous failed command; if the num-
ber is shown to be equal to 2, one successful command
has been issued after the previous failed command, and
so on. The regression line in red shows that the fre-
quency of failing commands significantly decreased dur-
ing the recording period, with a slope of 0.02 (formula =
distanceToLastFailure ~ position failcdCommand;
p = .013).

Counts of commands by sentence type over time
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Figure 7: Numbers of failing and successful commands
by sentence type during recording period. A single
failing infinitive command on day 27 is not plotted here.
12 aborted commands, which are generally failing, are
also not plotted here.
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(see Transcript 1, lines 01-04 in the Appendix) is
locally repaired by the interrogative "Alexa, can
we play a game with you” (Transcript 1, line 10).
The fact that alternative commands are successful
(either directly or after several attempts, see below
and Transcript 2 in the Appendix for the eventually
successful request) and declarative commands fade
out in the course of the recording period suggests
that declarative sentence types are abandoned in
favor of more successful command types. In inter-
rogative commands, we find the success rate to in-
crease over time. Investigating the data with more
in-depth analyses shows that this is not the case
because interrogatives are used with less trouble
in general. Instead, unsuccessful variants of inter-
rogatives are also locally repaired and replaced by
types of interrogatives that turn out to be more suc-
cessful. Transcripts 1 and 2 in the Appendix show
that an unsuccessful can we-interrogative (”Alexa
can we play a game with you”, Transcript 1, line
10) is replaced by a successful wh-interrogative
(”Alexa what games are there”, Transcript 2, line
08). Overall, we find that (typically unsuccessful)
can you/we/l-interrogatives fade out over time in
favor of other, more successful, types of interrog-
atives. We take these first examples as evidence
for experience-based, goal-oriented adaptations of
users’ behaviour in interaction with the VA that
lead to a reduction in the proportion of failing com-
mands over time.

4 Discussion and Prospect

In this first description of the new collection of first
users’ interactions with virtual assistants (VAs),
we presented initial observations of patterns of
use during the first weeks after installation of the
VA. Comprising over 5.000 commands to the VA
that were captured in six households with a total
of sixteen members, the collection was found to
be suitable for micro-longitudinal analyses of the
development of patterns of interactions with the
VA system. A CVR, selectively recording audio
snippets only, has proven to be suitable for field
recordings in private settings over a longer period
of time. Continuous recording, as well as longitudi-
nal video-recording, would be much more intrusive
and less efficient in terms of capturing sequences
of focal interest (i.e., sequences featuring interac-
tions with the VA). Moreover, selective recording
with a CVR proved to be a practical approach to
meet relevant ethical questions, since recordings

get limited to stretches of time that are directly rel-
evant to the target research questions of the project.
Three-minute stretches of recording have proven
to be an apt compromise to grasp sufficient context
without covering excess unrelated interaction. This
approach also minimised the amount of recorded
data, leading to computational efficiency during
data curation, inspection, and annotation. Notwith-
standing these advantages of this way of audio-only
recording, they obviously come with the downside
of some situational aspects remaining unanalysable
to us: Without video recordings of the relevant
sequences, most of the time we are unable to de-
tect with certainty if or when and how users turn
to another channel of input (like, e.g., their cell-
phone), or when they chose to control the VA by
pressing a button (e.g. to adjust the output volume).
Nonetheless, the applied recording methods strike
a worthwhile balance between highly informative,
goal-focused data and low invasiveness.'?

Analysing the data captured by the VA, i.e.,
audio-recordings and lists of logged transcripts
of just the commands (section 3.1), we found a
clear and consistent pattern of users to interact with
the VA in clusters of commands, meaning that the
probability of a command being uttered is high-
est right after a command has been uttered and
quickly declines within a few seconds. Addition-
ally, we found failing commands to cluster as well,
with frequently no or not more than one successful
command between two failing commands that do
not trigger the intended response or output in the
VA. These two results seem likely to be related.
If a user tries to achieve a certain goal and fails
with an initial attempt, any follow-up pursuit of
that goal might also fail, due to limitations of the
VA. Similarly, a regularly observable pattern of
commands that leads to one successful command
between two failing commands is a successful stop-
ping command after an initial failing command that
triggered unintended output in the VA, followed by
a second (possibly again failing) attempt to pursue
the initial goal.'®

While we found failing commands to be initially
very frequent in the subset of our collection that

15 Alongside this project, we collect non-longitudinal video
data of VA users to be able to study the use of alternative
types of input (like button presses, phone control, etc.) and
embodied orientation and conduct.

16Example (translated): VA: (starts song). User: alexa
that’s the wrong one. VA: (beep). User: alexa stop. VA:
(stops playback). User: alexa what other version is there? (no
response by VA).
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we analysed in more detail, the frequency of fail-
ing commands was found to decrease with increas-
ing time of use (see section 3.2). While future
analyses will still have to show whether this find-
ing generalises across users, it might be related to
the globally observed pattern that the number of
uttered commands generally declines during the
recorded first weeks of using the VA. The com-
bination of these two findings offers at least two
non-exclusive explanations: First, the number of
commands might decline over time because users
get to know and memorise the limitations in the
VA’s use cases and consequently try to use the sys-
tem for less goals, hence uttering less commands.
And second, with more experience, users learn to
need less commands to achieve their interactional
goals. This last scenario of increasing user effi-
ciency might at least partly be caused by users re-
ducing the variation of commands as they get used
to the VA system, honing in on more standardised
formats that become known to work. Speaking in
favour of this possibility, we found that, at least
in the subset of the collection that was analysed
in more detail, the number of commands using
sentence structures that lead to more failures (i.e.,
declaratives and interrogatives) is lower across the
recording period than the number of sentence struc-
tures that lead to less failures (i.e., elliptical com-
mands and interrogatives). Given the observation
that the frequency of failures tends to decline over
time, this structure-frequency effect might well be
the result of a learning process that intensifies over
time: As users repeatedly fail to achieve their in-
tended goals with commands in a particular sen-
tence structure, they might use the structure less
frequently and learn to use other, more success-
ful structures instead. First qualitative analyses of
commands support this hypothesis: Local failures
(like with declaratives) are found to lead to a local
variation of formats in order to repair the trouble
(e.g. substituting an unsuccessful declarative with
an interrogative format). As a consequence, this
can lead to a consistent usage of successful formats
and strategies over time. We aim to validate this
conceivable pattern, analysing a greater number of
users in the course of the current project.

The learning effects contributing to the devel-
opment and changes of usage patterns, including
adaptions to characteristics of the VA system, are
a central aspect of our intended future investiga-
tions that can be run on the presented collection

of human-VA interactions. While we expect mean-
ingful insights to be based on further quantitative
analyses on a larger data basis of CVR-recordings,
we also plan to adopt more in-depth qualitative
analysis regarding the occasions and reasons for
specific quantitative results (de Ruiter and Albert,
2017). For instance, we intend to identify possi-
ble ‘crucial’ moments, e.g. at the end of repair
sequences, after which users learn how to success-
fully formulate a specific request, adapting their
usage behaviour. Similarly, we plan to analyse in
more detail which types of commands do more typ-
ically work and why, taking into account both the
characteristics of the commands as well as the in-
herent limitations of the VA system that cannot be
mitigated by adaptions in users’ behaviour (Pelikan
and Broth, 2016; Reeves et al., 2018). Moreover, as
the CVR-recordings cover the context around com-
mands, we will be able to investigate the sequential
structure of user-VA interactions more thoroughly,
analysing user comments in third-position after the
VA’s response to a command, as well as potential
explicit ascriptions (of actions, intentions, etc.) to
the VA, both addressed to co-present users and to
the VA itself (see also Habscheid et al. (2023)).
These investigations of longer sequences will also
enable us to conduct a more in-depth analysis of
repair sequences (see also Krummbheuer (2010))
and their outcomes, as well as their development
over time of usage. The results of these future
analyses should shed light on the question on what
levels users adapt to the VA, and how human-VA
interactions change with an accumulating history
of interacting with the respective VA.

On the basis of the presented new collection, we
expect to generate fruitful insights into the dynam-
ics of human-VA interaction. Due to its size and fo-
cus, the collection lends itself to mixed-methods ap-
proaches, with intended future investigations likely
profiting from mutually informing insights from
quantitative and qualitative analyses. While the for-
mer offer powerful tools to discover global usage
patterns, the latter, especially conversation analytic
qualitative single case analyses, offer apt meth-
ods to identify fine-grained aspects of sequential
patterns and unveil additional information about
occasions, reasons and routinization of users’ be-
haviour and the practices they develop over time.
A combination of both approaches will be neces-
sary to draw an encompassing picture of change in
practices of VA users over time.
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A Appendix
List of coding categories
e commandID

— unique identifier of each command

¢ date

— calender date of command
e time
— clock time of command

» commandTranscription

— text transcript of user command

* sentenceType

— grammatical sentence type of command
* declarative

x elliptical

* imperative

# infinitive

* interrogative

* abortion

* responseTranscription

— text transcript of VA reponse to user com-
mand

» dayOfRecording

— day of recording, also counting days
when no command was produced

* dayOfUse

— day of use of the VA, not counting days
when no command was produced

* VAtranscriptionCorrect

— coding if the automatic speech recogni-
tion process transcribed the user com-
mand correctly

* yes
* NO

e commandSuccess

— coding whether the command triggered
a fitting output to from the VA
* yes
% NO
* unclear
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Transcript 1:!
CVRO03-recording-220724162605

MO = Mother; CH = Child; AL = Alexa

01 MO alExa,

02 wir mochten ein SPIEL spielen?
we’d like to play a game

03 (0.3)

04 MO fiir FUNFjihrige.
for five year olds

05 (1.6)

06 AL entschuldigung das weil} ich leider nicht
sorry I do not know that unfortunately
07 (2.0)
08 MO ho? ((lacht))
huh? ((laughs))
09 CH ((kichert))
((chuckles))
10 MO °hh alExa kénnen wir ein SPIEL mit dir spielen.
Alexa can we play a game with you

11 (2.5)
12 MO alExa,
13 (1.0)

14 MO °hkonnen wir ein SPIEL mit dir spielen.
can we play a game with you

15 (1.2)

16 AL  um musik aus deiner amazon musik bibliothek
abzuspielen frage einfach nach dem song interpreten
oder dem album das du gerne héren mochtest
to play music from your amazon music library
just ask for the song, artist or album
you would like to listen to

About ten minutes after Transcript 1, mother
and child try again to play a game with Alexa. In
between, there was one successful request done
by the child: After saying ”Alexa what can we
play”, Alexa responds ”Okay then let’s choose a
great game”, offering a list of possible games. The
mother tries to replicate this, first using an unsuc-
cessful interrogative, and then eventually formulat-
ing a successful request (Transcript 2):

"Transcripts were created based on GAT2 transcription
conventions (Selting et al., 2011).
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Transcript 2:
CVRO03-recording-220724163721

MO = Mother; CH = Child; AL = Alexa

01 MO ((lacht)) °h mach DU doch nochmal;=
((laughs)) you do that again

02 =das hast du eben SUper gemacht.
you have just done great

03 °h WAS hast du sie gefragt-=
what did you ask her

04 =was fiir SPIEle gibt es. gell,
what games are there, right

05 (0.9)

06 CH JAha.
yes

07 MO jaFRAG se nochma;=
well ask her again

08 =alLExa was fiir SPIEle gibt es.
Alexa what games are there
09 (1.7)

10 AL  okay spiele, lass uns eins zum spielen finden
okay games, let us find one to play
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Abstract

Constructing responses in task-oriented dia-
logue systems typically relies on information
sources such the current dialogue state or ex-
ternal databases. This paper presents a novel
approach to knowledge-grounded response gen-
eration that combines retrieval-augmented lan-
guage models with logical reasoning. The ap-
proach revolves around a knowledge graph rep-
resenting the current dialogue state and back-
ground information, and proceeds in three steps.
The knowledge graph is first enriched with log-
ically derived facts inferred using probabilis-
tic logical programming. A neural model is
then employed at each turn to score the con-
versational relevance of each node and edge
of this extended graph. Finally, the elements
with highest relevance scores are converted to
a natural language form, and are integrated into
the prompt for the neural conversational model
employed to generate the system response.

We investigate the benefits of the proposed ap-
proach on two datasets (KVRET and Graph-
WQOZ) along with a human evaluation. Exper-
imental results show that the combination of
(probabilistic) logical reasoning with conversa-
tional relevance scoring does increase both the
factuality and fluency of the responses.

1 Introduction

Although Large Language Models (LLMs) are
widely used for conversational response genera-
tion, they still suffer from a number of shortcom-
ings, including their propensity to produce hal-
lucinated content (Ji et al., 2023). Recent work
has demonstrated how to exploit external infor-
mation sources such as knowledge bases (KBs)
to improve the output of LLMs in various down-
stream tasks (Yu et al., 2022a), including dialogue
systems (Wang et al., 2021). A promising ap-
proach is Retrieval-Augmented Generation (RAG),
which operates by first retrieving relevant infor-
mation from external sources and then augment-

ing the input provided to the LLM with this re-
trieved content (Lewis et al., 2020). While RAG
has been demonstrated to reduce hallucinations
(Shuster et al., 2021), LLMs are nonetheless eas-
ily distracted by irrelevant information (Shi et al.,
2023). For this reason, one should strike a balance
between providing the model with potentially use-
ful information and avoiding overloading it with
too many spurious or irrelevant facts.

Moreover, while LLMs have recently shown
some success at reasoning benchmarks (Bubeck
et al., 2023), their ability to engage in multi-step
reasoning remains poor. In particular, Dziri et al.
(2023) provide a systematic investigation of the
performance of LLMs on several compositional
reasoning tasks, and find that those models largely
rely on pattern matching shortcuts and fall short of
exhibiting generic problem-solving skills.

This paper presents a novel approach to retrieval
augmented generation in task-oriented dialogue
systems that seeks to address those challenges. Fol-
lowing (Walker et al., 2022), we represent the back-
ground knowledge of the system as a graph of dy-
namically updated facts representing the dialogue
state. This initial graph is first enriched at each
turn with derived facts inferred through probabilis-
tic logical programming using a limited number of
rules, using ProbLog as a framework (Fierens et al.,
2015). The conversational relevance of each fact is
then scored using a neural model, based on various
features expressing both the conversational saliency
of each entity and semantic similarity between the
fact and the recent dialogue history. The most rel-
evant facts are then converted into sentences and
incorporated into the input of the response genera-
tion model. Crucially, the relevance scoring model
and the response generation model are optimised
jointly based on dialogue examples. Figure 1 pro-
vides a general sketch of the approach.

The paper makes the following contributions:

1. The use of probabilistic logical programming
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Logic enhanced facts

busy(p1, 13:00).

Scores

Dialogue State Graph Facts
‘ person(p1).
Step 1: name(p1, "Jill Martinez”).
F event(e1).
LOglcal name(e1, "status update”).
. date(e1, 2023-06-06).
Reasoning time(e1, 13:00).
attending(p1, e1).

 oraioqe Histony
Step 2: “Is Jill
Relevance Martinez
Scoring available

at1?”

Step 3:
Response
Generation

Verbalizations

Jill Martinez is a person.

Status update is an event.

Status update will be on June 6.
Status update will be at 13:00.

Jill Martinez is attending status update.
Jill Martinez is busy at 13:00.

Agent Response

“Jill is busy at 1
o’clock.”

Figure 1: General sketch of the proposed approach. The starting point is a dialogue state represented as a
knowledge graph that combines both background information and various features extracted from the dialogue turns
(transcriptions, speakers, entity mentions). In Step 1, the facts representing the nodes and edges of the graph are first
extended with derived facts using probabilistic logical programming. Those facts are then verbalized (converted
into natural language sentences) in Step 2, and a neural model is employed to score their conversational relevance
with regard to the current dialogue context. Finally, the k£ most relevant facts are included in Step 3 as part of the
prompt for the neural language model responsible for producing the actual system response.

to extend the knowledge graph representing
the current dialogue state with derived facts.

2. A neural scoring model that relies on both
dialogue-level features (such as recency) and
semantic similarity to determine the most rele-
vant nodes and edges of this augmented graph.

3. An empirical evaluation of the above approach
using two dialogue datasets (KVRET and
GraphWOZ) and a human evaluation.

2 Related Work

Several papers have investigated the use of neu-
ral models to retrieve relevant information from
knowledge sources and integrate their results in
response generation. Dinan et al. (2018) distin-
guish between the tasks of knowledge selection
and response generation for knowledge-grounded
dialogue agents. This information may be struc-
tured or unstructured (Young et al., 2018; Zhao
et al., 2020), and generally consists of documents
describing entities which may be relevant to the
dialogue. For an open-domain dialogue model, this
background information can be drawn from sources
such as Wikipedia. In task-oriented dialogue, rele-
vant information will depend more heavily on the
domain of the dialogues. Previous work has also
demonstrated the effectiveness of jointly learning a

language model with a knowledge retrieval model
(Zhang et al., 2021), simplifying the task of identi-
fying relevant items without labelled data.

External information, often in the form of KBs,
is crucial to many dialogue models (Ghazvinine-
jad et al., 2018; Parthasarathi and Pineau, 2018;
Zhang et al., 2018; Madotto et al., 2018). Multi-
ple approaches exist for combining retrieval and
generation to yield higher quality responses, such
as by first generating a response and subsequently
refining it (Weston et al., 2018). The model used
by Peng et al. (2023) queries an LLM and evaluates
the output for factuality, and re-queries the system
with feedback to elicit a more factual response.

Thulke et al. (2021) propose an approach which
samples a subset of the background knowledge
rather than optimizing over the entirety of it, a
process that we also integrate in our model train-
ing process. The Global-to-Local Knowledge Se-
lection model is an alternative which pre-selects
information across the whole of the background
knowledge using topic transition vectors (Ren et al.,
2020). Meanwhile, He et al. (2021) proposed a
model which integrated information about system
API calls to the retrieval model.

Numerous models make use of large, static,
knowledge bases to augment language models. The
KETOD model (Chen et al., 2022) used Wikipedia
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data to enhance a task-oriented dialogue system’s
responses with information about entities in the di-
alogue. Likewise, Kim et al. (2020) and Zhan et al.
(2021) modelled knowledge selection with a latent
variable model, which have also shown strong re-
sults for RAG in a zero-shot setting (Li et al., 2020).
Moon et al. (2019) investigated a graph decoder
model using random walks over a knowledge graph
containing dialogue relevant information. Paran-
jape et al. (2021) made use of a "guide" retriever
model to use posterior information from responses
to help the retriever model learn from relevance
in both the input and reference output responses.
Cai et al. (2019) made of of a "skeleton-guided"
response generator in a dialogue system.

RAG has also been used to improve common
sense reasoning (Yu et al., 2022b), or incorporate
graphs of commonsense knowledge to the model
(Zhang et al., 2019a). Common sense knowledge
in the SenticNet KB has also been used as a source
of knowledge for a dialogue model (Young et al.,
2018), albeit without logical reasoning over the
graph. Liu et al. (2019b) explored a model which
used multi-hop reasoning to identify a relevant ver-
tex in a graph of "factoids" which are each asso-
ciated with unstructured sentences. Other models
have made use of linguistic rule-based components
to combine semantic representations of the dia-
logue state with background knowledge to improve
empathetic responses and dialogue flow in task-
oriented dialogue (Smith et al., 2011).

A hierarchical approach to knowledge grounded
task-oriented dialogue was presented by Lee and
Jeong (2023), where the pipeline is composed of
domain identification, entity extraction, and a pre-
trained language model to rank relevant documents.
Other work proposed a novel factuality-specific
sampling algorithm to improve LLM output (Lee
et al., 2022), while Bonetta et al. (2021) used k-
nearest neighbors to find relevant information.

3 Approach

As illustrated in Figure 1, the approach proceeds
in three steps. Probabilistic logical programming
is first employed to extend the initial knowledge
graph with new facts based on a small set of rules.
A neural scoring model then determines the rele-
vance of those facts in the current dialogue context.
The most relevant facts are then included as part
of the input to the second neural model, which is
responsible for the actual response generation. The

next sections describe those steps.

3.1 Dialogue state representation

Following (Walker et al., 2022), we represent the
current dialogue state (along with other background
information that might be relevant for response gen-
eration) as a knowledge graph consisting of mul-
tiple entities connected by relations. The graph
is always grounded in a specific dialogue and
continuously evolves during the interaction, with
new nodes and edges representing dialogue turns,
speakers, or entity mentions. The dynamic and
dialogue-specific nature of this knowledge graph
stands in contrast with the static KBs (based on
e.g. Wikipedia or similar sources) typically used in
knowledge-grounded generation.

To account for uncertainties associated with
noisy or partial observations (such as ASR tran-
scriptions of user utterances or ambiguous referen-
tial links), both node attributes and labelled edges
may be associated with probabilities.

3.2 Probabilistic logical programming

To explicitly reason over this graph, we rely on
the probabilistic logical programming language
ProbLog (Kimmig et al., 2011; Fierens et al., 2015).
We assign each node to a unique identifier and rep-
resent the node attributes and edges as (ground)
logical predicates, as illustrated in Figure 1. Node
attributes and edges associated with a probability
< 1 are expressed as probabilistic facts.

3.2.1 ProbLog

A ProbLog program consists of two parts: a set
of ground probabilistic facts, and a logic program,
expressed as a set of logical clauses. The clauses
may be themselves associated with probabilities.
ProbLog also allows for the definition of “anno-
tated disjunctions” where mutually exclusive facts
are coupled with a discrete probability distribu-
tion. Syntax-wise, ProbLog is a probabilistic exten-
sion of Prolog and supports both probabilistic and
inductive reasoning. Given a set of logical rules
and ground facts, ProbLog provides inference al-
gorithms to efficiently query the probability of one
or more predicates. This inference is done by con-
verting the facts and logical program to a compact
encoding such as Sentential Decision Diagrams
(Vlasselaer et al., 2014) and then running weighted
model counting (Chavira and Darwiche, 2008) on
this compiled representation.
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3.2.2 Entity linking rules

An important task in goal-oriented dialogues is
to connect entity mentions to the actual entities
present in the KB. For instance, if “Jill Martinez”
is mentioned by the user, this mention must be
linked to the actual node (p;) for that person in
the KB. Entity mentions may correspond to named
entities, but may also take the form of pronouns
(’she”) or generic noun phrases (“‘the meeting”).

We first detect entity mentions in user utter-
ances using a neural sequence labelling model fine-
tuned on labelled, in-domain data from a pretrained
ROBERTA model (Liu et al., 2019a). A small set
of probabilistic ProbLog rules is then employed
to determine the most likely reference among the
entities in the knowledge graph. Those rules take
advantage of both edit distance metrics and recency
measures (Walker et al., 2022). Each rule is at-
tached to a probability reflecting its strength. Those
probabilities are estimated empirically from partial
interpretations on the training data, following the
approach described in Gutmann et al. (2011). After
applying those entity linking rules, the outcome is
then written back to the knowledge graph as proba-
bilistic refers_to edges linking each observed
mention to the entity it refers to.

3.2.3 Commonsense rules

Consider a scenario where a task-oriented dialogue
system must answer a user question:

"What events do I have today?"

Assuming the knowledge graph contains basic
information about calendar events such as their
date, time and attendees, answering this question
rests upon multiple reasoning steps. As multi-step
reasoning remains a challenging task for language
models (Liu et al., 2023), we specify a small num-
ber of commonsense reasoning rules to automat-
ically derive new facts from the current dialogue
state. For the above example, the connection be-
tween dates and events in context can be made
explicit with the following rule:

person (P),
attendee (E,P),
date (today, D)

— attending_today (E,P)

event (E),
date (E,D),

A second example of a logical rule is as follows:

room(R),
location(E,R),
date (today,D),
end_time (E,ET),
time_between (T,ST,ET, 1))

—> room_available_today (R, T)

- (event (E),
date (E,D),
start_time (E,ST),

The above rule simply states that a room R is
available today at a given time 7' if no event is
scheduled at that time in that room.

The goal of those commonsense rules is to de-
duce facts that may provide useful information to
the response generation model. Those logically
derived facts will typically correspond to informa-
tion that may be queried by the users, such as a
person’s agenda for today or the availability of a
room at a given time. To avoid deriving too many
spurious or irrelevant facts, we only query ProbLog
for facts pertaining to entities recently mentioned
in the dialogue history. For our experiments, we
query entities mentioned in the current turn.

After applying both entity linking and common-
sense rules, the facts are converted to a natural lan-
guage verbalization. Each predicate is associated
with a handcrafted template which creates a natural
language form of the fact. For example, a person
defined by the fact person (p_123) with a name
name (p_123, "Lisa Wilson") can be ver-
balized as Lisa Wilson is a person.

3.3 Relevance Scoring

The second component of the proposed approach
is a neural model that scores the relevance of the
verbalized facts (including both the intial ones as
well as the ones derived through logical reason-
ing). Given a dialogue history x = [u1,...u,]
corresponding to a list of utterances and a set of
verbalized facts Z, the relevance scoring model ex-
presses the probability P(z|z) that the fact z € Z
is relevant for responding to x.

The model is expressed as a simple feedforward
neural network based on the following inputs:

1. Semantic similarity measures between z and
x, using the cosine similarity between the em-
bedding of the verbalized fact z and the em-
bedding of the most recent k utterances in the
dialogue history z (concatenated if k£ > 1):

Enc(z) ) Enc(x[n—k:n])
[[Enc(2)[| | Enc(@p -k |

sim(z,x) =

The Enc embeddings are obtained with
a sentence-BERT model (Reimers and
Gurevych, 2019) optimized for semantic
search and question answering!. The cosine
similarity is computed for £ = 1 and 2.

1 .
https://huggingface.co/sentence-transformers/
multi-ga-MiniIlM-L6-cos-vl
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2. BM25 information retrieval scores (Robert-
son et al., 2009) using the verbalized facts as
database and the user utterance as a query.

3. Recency score expressing whether the fact z
pertains to a recently mentioned entity. This
score relies on the refers_to predicates
derived from entity linking and captures the
conversational saliency of entities and facts
related to them. For instance, facts related
to p; in Fig. 1 are salient since the person is
mentioned in the last utterance.

The relevance model P(z|z) is trained jointly
with the response generation. Concretely, we define
the probability of a response y given a dialogue
history x as:

P(ylz) =Y P(ylz,2)P(z]x) (D
z2€Z

where P(y|x, z) is provided by the response gen-
eration model (see below), and express the proba-
bility of a response y given a prompt concatenating
the dialogue history = and fact z, and P(z|z) ex-
press the relevance of z for x. The relevance model
P(z|x) is then optimized by back-propagating the
cross-entropy loss of Eq. (1) using a training set
of dialogue examples. Intuitively, a fact will there-
fore be deemed as relevant if its inclusion in the
prompt makes it relatively easier for the generation
model to produce the correct response. To ensure
the inference remains efficient, Eq. (1) is simplified
by sampling the K most relevant facts instead of

marginalizing over all possible facts.

3.4 Response Generation

The final step of our approach is to generate a re-
sponse y based on both the current dialogue history
x and a set of relevant facts 21 : zx, where K de-
notes the number of facts (sorted by relevance) to
include in the input prompt. Any pretrained lan-
guage model can be employed for this task. We
rely for our experiments on both the GODEL model
(Peng et al., 2022) which is specifically designed
for goal-oriented dialog as well the generic GPT
3.5 model (Brown et al., 2020).

4 Evaluation

We evaluate the performance of the proposed ap-
proach on two existing dialogue datasets along with
a human evaluation. We present below the experi-
mental design, and discuss the results.

4.1 Datasets

GraphWOZ (Walker et al., 2022)

GraphWOZ contains task-oriented dialogue with
dialogues discussing people and places in a fic-
tional organization to schedule meetings and dis-
cover information. Each dialogue is paired with
synthetically generated calendar events. The
graphs contain fictive people, rooms, and events
along with dialogue information such as utterances
and mentions of entities in utterances.

Although the calendar information is syntheti-
cally generated, generation of new dialogue utter-
ances with calendar information may not accurately
reflect real system-human interaction. In consid-
eration of this factor and to compensate for the
small amount of training data, we augment the
GraphWOZ training set with modified versions of
the original dialogues where entities are replaced
in both the knowledge base and dialogue history.
We replace entity names with randomly sampled
replacements, and the dates and times of the di-
alogues and events in the KBs are replaced such
that relative terms such as "today", "tomorrow",
"morning", and "afternoon" remain consistent in
the modified dialogue.

The entity linking and commonsense rules for
this dataset are provided in the Appendix.

KVRET (Eric et al., 2017)

This dataset contains task-oriented dialogue in
three domains: weather, navigation, and calendar
scheduling. Each type of dialogue contains as-
sociated KB information representing objects of
interest which are discussed in the dialogue. The
knowledge bases in KVRET were created by ran-
domly sampling attribute values for defined slots
according to the domain. We convert these KBs
into a ProbLog program along with the user utter-
ances and mentions of objects. For simplicity, we
take a string equality match of a substring in the
utterance to an object in the KB asa refers_to
relation.

We rely on three simple ProbLog rules for this
dataset. The weather domain has a rule which de-
termines "today" along the weather for a particular
day and location. In the calendar scheduling do-
main, we provide a rule to handle location names
with multiple potential referents. Lastly, for the
navigation domain we define a rule comparing the
distance from the user to two points of interests
and determining which one is closest. Each of
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Model Dev Test
BLEU METEOR BERTScore BLEU METEOR BERTScore

GODELNoFacts 0.17 0.37 0.89 0.11 0.36 0.88
GODEL A iFacts 0.14 0.38 0.88 0.13 0.33 0.88
GODELRelevance 0.18 0.38 0.89 0.14 0.33 0.88
GODELRelevance+Logic ~ 0.17 0.37 0.89 0.16 0.35 0.88
GPTnNoFacts 0.08 0.35 0.88 0.06 0.32 0.87
GPT AtiFacts 0.07 0.36 0.88 0.06 0.32 0.87
GPTRelevance 0.07 0.35 0.88 0.06 0.35 0.87
GPTRrelevance+Logic 0.07 0.37 0.88 0.07 0.36 0.87

Table 1: Results with reference-based metrics on the development and test set of GraphWOZ.

Model Dev Test

BLEU METEOR BERTScore BLEU METEOR BERTScore
GODELRNoFacts 0.18 0.45 0.91 0.11 0.36 0.91
GODELRejevance 0.18 0.42 0.91 0.16 0.41 0.91
GODELRelevance+Logic ~ 0.20 0.43 0.91 0.17 0.42 0.91

Table 2: Results with reference-based metrics on the development and test set of KVRET.

these rules therefore makes information explicitly
available to the system which would be unavailable
from context or otherwise require logical inference
that an LLM is not optimized to perform.

4.2 Models

We experiment with the four following types of
response generation models:

NoFacts Generation model that does not use the
knowledge graph at all and produce a response
based on the current dialogue history.

AllFacts+Logic Generation model using all ver-
balized facts (including logically derived
ones), without relevance scoring. These facts
are shuffled and truncated to fit into the con-
text window of the generation model.

Relevance Generation model using the initial facts
from the knowledge graph (but without logi-
cally derived ones) ranked using the relevance
scoring model. The 10 most relevant facts are
then prepended to the prompt.

Relevance+Logic Generation model using both
the initial facts and the logically derived ones,
along with the relevance scoring model to se-
lect the 10 most relevant facts.

We experiment with two generative models:
the encoder-decoder GODEL (Peng et al., 2022),

which is pre-trained on large volumes of multi-turn
dialogues, and the recent GPT-3.5 model (Brown
et al., 2020). We first test the response genera-
tion capabilities of GPT-3.5 with the three different
approaches on GraphWOZ. For each turn, we pro-
vide the system with the dialogue history up to
the current turn. When using all facts, background
knowledge is added as a single document in the
initial prompt, as repeating the entire document of
the facts at each turn would result in truncation
of the dialogue history without adding additional
information.

4.3 Maetrics

For both GraphWOZ and KVRET, we use standard
evaluation metrics such BLEU, METEOR and the
averaged BERTScore F1 (Zhang et al., 2019b). We
also use the recently introduced UniEval (Zhong
etal., 2022), a reference-free metric which has been
shown to correlate well with human judgments.

We also evaluate the factuality of the responses
by manually annotating them with two types of
error. The first error type are hallucinations, which
we define as either (a) a statement that contradicts
the KB, including contradictions implied by the
dialogue context ; (b) a statement referring to a
nonexistent entity in the KB ; or (c) a statement
describing a calendar action that would create a
calendar conflict if enacted.
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Model Coherence Groundedness Naturalness Understandability
GODELNoFacts 0.946 0.908 0.871 0.864
GODELjiEacts 0.975 0.943 0.903 0.896
GODELRejevance 0.916 0.878 0.862 0.855
GODELRelevance+Logic 0.979 0.951 0.868 0.861
GPTNoEacts 0.951 0.880 0.943 0.938
GPT allFacts 0.952 0.878 0.931 0.925
GPTRelevance 0.969 0.912 0.935 0.931
GPTRrelevance+Logic 0.949 0.883 0.928 0.922
Table 3: UniEval Score (Reference-free) on the test set of GraphWOZ.
Dev Test
Model . . . .
Hallucinations Retrieval Errors Hallucinations Retrieval Errors

GPTNoFacts 34 (18%) 17 (9%) 32 (17%) 16 (8%)

GPT aAllRacts 23 (13%) 11 (6%) 23 (13%) 20 (11%)

GPTRelevance 21 (12%) 13 (7%) 24 (13%) 16 (8%)

GPTRelevance+LogiC 15 (8%> 14 (8%) 25 (14%) 9 (5%)

Table 4: Turns containing hallucinations and retrieval errors (GraphWOZ, 181 turns in Dev, 180 in Test)

The second type of error occurs when the sys-
tem fails to retrieve information it has access to
or should have access to. We denote this type of
error as a retrieval error, and we annotate a turn as
containing a retrieval error if it contains:

* A statement denying having access to informa-
tion which exists in the calendar, or does not
answer a question while answering another ;

* A confirmation of inviting a person to a meet-
ing without specifying whom ;

* A request to confirm a piece of information
that was already confirmed.

4.4 Results

Tables 1 and 2 respectively provide the results of
the reference-based metrics on GraphWOZ and
KVRET. We observe modest differences between
the models, particularly on the development set.
This is expected as those metrics are not really
suited to measure the extent to which a language
model produces factual answers. We do never-
theless observe a slight increase in BLEU score
when logic-derived facts are added. This result is
consistent in both GraphWOZ and KVRET. The
differences in UniEval, shown in Table 3 were also
small, with the model using all facts performing
comparably to the Relevance+Logic model.

However, for the manually annotated halluci-
nated and retrieval errors in Table 4 (only annotated
for the GPT models), we do observe a substantial
reduction in overall errors for the Relevance+Logic
model compared to the baselines. Particularly in
the development set, the model using all facts (with-
out relevance scoring) frequently produce hallu-
cinations, such as incorrect attributes of various
people and events.

4.5 Error Analysis

Qualitatively, the errors produced by the models
also differed. The GPT models using selected facts
were more likely to provide all available informa-
tion, whether requested or not. In some cases, the
model produced statements connecting unrelated
facts and implying an error, for example:

User: Hi robot, my name is Curtis Williams,
please let me know when the meeting called, de-
liverables team meeting. [sic]

System: Hello Curtis! The deliverables team meet-
ing will be held on Friday, April 08 at 11:30 AM
in the Beta conference room. Annette Harding is
organizing the meeting on behalf of the Mathemat-
ics group. You and Angela Jimenez are scheduled
to attend the meeting. The meeting is scheduled
to last for 30 minutes until the Niches team meet-
ing starts at 12:00. Michael Glover is attending
the Niches team meeting and Annette Harding is
also attending the Deliverables team meeting with
you. Is there anything else you need assistance
with?
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Although the general content is factual, the
niches team meeting was on a different day de-
spite the implication of the phrasing. The GPT
model with all facts responded erroneously at the
same turn as:

Alright Curtis, I have checked your calendar and it
looks like there is a "Deliverables Team Meeting"
scheduled for tomorrow at 2:00 pm in room 619.
Would you like me to add any notes or reminders
for the meeting?"

While more concise, the system incorrectly states
the time of the event (11:30) and date (today), as
well as the location (Beta). This apparently arises
from misattribution of background facts relating to
other events scheduled across times and locations.

4.6 Human Evaluation
Experimental setup

To confirm the performance of the approach in ac-
tual interactions, we also conduct a human evalua-
tion in the context of a receptionist scenario similar
to GraphWOZ, where the participant interacts with
the system to find information about entities and
schedule events. We recruited 16 participants in-
cluding students from the university and employees
to interact with the dialogue systems through text.
Users were instructed to interact with the system
to accomplish a task, mark the conversation as fin-
ished when either the task appeared complete or the
dialogue system unrecoverably failed. After each
dialogue, the users were prompted to rate the dia-
logue on a scale of 1 to 5 for two statements, where
1 is "Never", 2 is "Mostly Not", 3 "Sometimes", 4
"Mostly", and 5 "Always":

* The system responded to me in a conversation-
ally relevant way.

e The system successfully completed my task
and gave me the information I asked for.

Users were instructed to repeat this process for
30 minutes, with priority given to conversation
quality. For each dialogue, a model was randomly
selected and a random dialogue state similar to the
GraphWOZ dataset was generated for the dialogue.
A task was then randomly generated from a set of
task templates involving fictive entities. The col-
lected dialogues were then manually annotated for
both hallucinations and retrieval errors. Because
the total number of turns varied from model to
model, we evaluate the proportion of turns which
contain hallucinations and retrieval errors.

Model Task Appropriateness
GODELNone  3.35 3.07
GODELA4j 3.75 3.63
GODELpogic 4.08 3.75
GPTNone 4.18 4.59
GPTay 4.09 4.32
GPTyogic 4.37 4.11

Table 5: Average participant scores for the model task
completion and appropriateness criteria.

Model Hallucinations Retrieval #
errors

GODELnope 0.17 0.41 105
GODELyj 0.24 0.32 84
GODEL ogic 0.22 0.21 67
GPTnone 0.32 0.14 88
GPT an 0.22 0.39 117
GPTyLogic 0.20 0.12 132

Table 6: Proportion of system responses containing
either hallucinations or retrieval errors in the human
evaluation experiments. The last column indicates the
total number of system utterances from all dialogues
with that model.

Results

As for the GraphWOZ results, the human interac-
tion experiments indicate a reduction in the propor-
tion of turns with hallucinations or retrieval errors,
as shown in Table 6. This reduction is observed
for both model types when the logic-enhanced rel-
evance scoring model was used.

The participant scores in Table 5 ranked the mod-
els which used the relevance scored facts highest.
While the GODEL model using the relevant facts
scored higher in appropriateness, the opposite pat-
tern is observable in the GPT models, although the
scores remain relatively high. As not every partic-
ipant interacted with every model, differences in
scoring between individual participants cannot be
discounted as a factor impacting these results, thus
a larger study would be beneficial.

5 Conclusion

This paper presented a novel approach to retrieval-
augmented response generation in task-oriented
dialogue systems. The approach relies a dynamic
knowledge graph representing the dialogue state,
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which is enriched at each turn with facts derived
from a small set of rules specified in the ProbLog
language. Those facts are then ranked by relevance
using a dedicated scoring model which accounts
for both the semantic similarity and conversational
saliency of each fact. The most relevant facts are
then incorporated to the background knowledge
provided as input to the response generation model.

We provide experimental results showing that
the combination of logical reasoning with a rel-
evance scoring model leads to more factual re-
sponses. In particular, the logical rules seem to
assist the generation model’s ability to provide re-
sponses grounded in multi-step reasoning based on
the available background knowledge.

The proportion of errors remains, however, rela-
tively high, likely due to the very limited number of
dialogues available for training in GraphWOZ and
KVRET. Future work will focus on evaluating the
potential of this approach in other (and potentially
broader) dialogue domains.

References

Giovanni Bonetta, Rossella Cancelliere, Ding Liu, Paul
Vozila, et al. 2021. Retrieval-augmented transformer-
x1 for close-domain dialog generation. In The In-
ternational FLAIRS Conference Proceedings, vol-
ume 34, pages 1-4. Florida Online Journals.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877-1901.

Sébastien Bubeck, Varun Chandrasekaran, Ronen El-
dan, Johannes Gehrke, Eric Horvitz, Ece Kamar,
Peter Lee, Yin Tat Lee, Yuanzhi Li, Scott Lund-
berg, et al. 2023. Sparks of artificial general intelli-
gence: Early experiments with gpt-4. arXiv preprint
arXiv:2303.12712.

Deng Cai, Yan Wang, Wei Bi, Zhaopeng Tu, Xi-
aojiang Liu, and Shuming Shi. 2019. Retrieval-
guided dialogue response generation via a matching-
to-generation framework. In Proceedings of the
2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-1IJCNLP), pages 1866—1875, Hong Kong,
China. Association for Computational Linguistics.

Mark Chavira and Adnan Darwiche. 2008. On proba-
bilistic inference by weighted model counting. Artifi-
cial Intelligence, 172(6-7):772-799.

Zhiyu Chen, Bing Liu, Seungwhan Moon, Chinnad-
hurai Sankar, Paul Crook, and William Yang Wang.
2022. KETOD: Knowledge-enriched task-oriented
dialogue. In Findings of the Association for Compu-
tational Linguistics: NAACL 2022, pages 2581-2593,
Seattle, United States. Association for Computational
Linguistics.

Emily Dinan, Stephen Roller, Kurt Shuster, Angela
Fan, Michael Auli, and Jason Weston. 2018. Wizard
of wikipedia: Knowledge-powered conversational
agents. In International Conference on Learning
Representations.

Nouha Dziri, Ximing Lu, Melanie Sclar, Xiang Lorraine
Li, Liwei Jian, Bill Yuchen Lin, Peter West, Chandra
Bhagavatula, Ronan Le Bras, Jena D Hwang, et al.
2023. Faith and fate: Limits of transformers on com-
positionality. arXiv preprint arXiv:2305.18654.

Mihail Eric, Lakshmi Krishnan, Francois Charette, and
Christopher D. Manning. 2017. Key-value retrieval
networks for task-oriented dialogue. In Proceedings
of the 18th Annual SIGdial Meeting on Discourse
and Dialogue, pages 37—-49, Saarbriicken, Germany.
Association for Computational Linguistics.

Daan Fierens, Guy Van den Broeck, Joris Renkens,
Dimitar Shterionov, Bernd Gutmann, Ingo Thon,
Gerda Janssens, and Luc De Raedt. 2015. Inference
and learning in probabilistic logic programs using
weighted boolean formulas. Theory and Practice of
Logic Programming, 15(3):358—401.

Marjan Ghazvininejad, Chris Brockett, Ming-Wei
Chang, Bill Dolan, Jianfeng Gao, Wen-tau Yih, and
Michel Galley. 2018. A knowledge-grounded neu-
ral conversation model. In Proceedings of the AAAI
Conference on Artificial Intelligence, volume 32.

Bernd Gutmann, Ingo Thon, and Luc De Raedt. 2011.
Learning the parameters of probabilistic logic pro-
grams from interpretations. In Machine Learning
and Knowledge Discovery in Databases: European
Conference, ECML PKDD 2011, Athens, Greece,
September 5-9, 2011. Proceedings, Part I 11, pages
581-596. Springer.

Huang He, Hua Lu, Siqi Bao, Fan Wang, Hua Wu,
Zhengyu Niu, and Haifeng Wang. 2021. Learning to
select external knowledge with multi-scale negative
sampling. arXiv preprint arXiv:2102.02096.

Ziwei Ji, Nayeon Lee, Rita Frieske, Tiezheng Yu, Dan
Su, Yan Xu, Etsuko Ishii, Ye Jin Bang, Andrea
Madotto, and Pascale Fung. 2023. Survey of halluci-
nation in natural language generation. ACM Comput-
ing Surveys, 55(12):1-38.

Byeongchang Kim, Jaewoo Ahn, and Gunhee Kim.
2020. Sequential latent knowledge selection for
knowledge-grounded dialogue. In International Con-
ference on Learning Representations.

126

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



Angelika Kimmig, Bart Demoen, Luc De Raedt, Vi-
tor Santos Costa, and Ricardo Rocha. 2011. On
the implementation of the probabilistic logic pro-
gramming language problog. Theory and Practice of
Logic Programming, 11(2-3):235-262.

Hayoung Lee and Okran Jeong. 2023. A knowledge-
grounded task-oriented dialogue system with hierar-
chical structure for enhancing knowledge selection.
Sensors, 23(2):685.

Nayeon Lee, Wei Ping, Peng Xu, Mostofa Patwary, Pas-
cale N Fung, Mohammad Shoeybi, and Bryan Catan-
zaro. 2022. Factuality enhanced language models
for open-ended text generation. Advances in Neural
Information Processing Systems, 35:34586—34599.

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio
Petroni, Vladimir Karpukhin, Naman Goyal, Hein-
rich Kiittler, Mike Lewis, Wen-tau Yih, Tim Rock-
tdschel, et al. 2020. Retrieval-augmented generation
for knowledge-intensive nlp tasks. Advances in Neu-
ral Information Processing Systems, 33:9459-9474.

Linxiao Li, Can Xu, Wei Wu, Yufan Zhao, Xueliang
Zhao, and Chongyang Tao. 2020. Zero-resource
knowledge-grounded dialogue generation. Advances

in Neural Information Processing Systems, 33:8475—
8485.

Hanmeng Liu, Ruoxi Ning, Zhiyang Teng, Jian Liu, Qiji
Zhou, and Yue Zhang. 2023. Evaluating the logical
reasoning ability of chatgpt and gpt-4. arXiv preprint
arXiv:2304.03439.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqgi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019a.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Zhibin Liu, Zheng-Yu Niu, Hua Wu, and Haifeng Wang.
2019b. Knowledge aware conversation generation
with explainable reasoning over augmented graphs.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing and the
9th International Joint Conference on Natural Lan-
guage Processing (EMNLP-IJCNLP), pages 1782—
1792, Hong Kong, China. Association for Computa-
tional Linguistics.

Andrea Madotto, Chien-Sheng Wu, and Pascale Fung.
2018. Mem2Seq: Effectively incorporating knowl-
edge bases into end-to-end task-oriented dialog sys-
tems. In Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 1468—1478, Melbourne,
Australia. Association for Computational Linguistics.

Seungwhan Moon, Pararth Shah, Anuj Kumar, and Ra-
jen Subba. 2019. OpenDialKG: Explainable conver-
sational reasoning with attention-based walks over
knowledge graphs. In Proceedings of the 57th An-
nual Meeting of the Association for Computational
Linguistics, pages 845-854, Florence, Italy. Associa-
tion for Computational Linguistics.

Ashwin Paranjape, Omar Khattab, Christopher Potts,
Matei Zaharia, and Christopher D Manning. 2021.
Hindsight: Posterior-guided training of retrievers for
improved open-ended generation. In International
Conference on Learning Representations.

Prasanna Parthasarathi and Joelle Pineau. 2018. Ex-
tending neural generative conversational model using
external knowledge sources. In Proceedings of the
2018 Conference on Empirical Methods in Natural
Language Processing, pages 690—695, Brussels, Bel-
gium. Association for Computational Linguistics.

Baolin Peng, Michel Galley, Pengcheng He, Chris
Brockett, Lars Liden, Elnaz Nouri, Zhou Yu, Bill
Dolan, and Jianfeng Gao. 2022. Godel: Large-scale
pre-training for goal-directed dialog. arXiv preprint
arXiv:2206.11309.

Baolin Peng, Michel Galley, Pengcheng He, Hao Cheng,
Yujia Xie, Yu Hu, Qiuyuan Huang, Lars Liden, Zhou
Yu, Weizhu Chen, et al. 2023. Check your facts and
try again: Improving large language models with
external knowledge and automated feedback. arXiv
preprint arXiv:2302.12813.

Nils Reimers and Iryna Gurevych. 2019. Sentence-bert:
Sentence embeddings using siamese bert-networks.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing. Associa-
tion for Computational Linguistics.

Pengjie Ren, Zhumin Chen, Christof Monz, Jun Ma, and
Maarten de Rijke. 2020. Thinking globally, acting
locally: Distantly supervised global-to-local knowl-
edge selection for background based conversation.
In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 34, pages 8697-8704.

Stephen Robertson, Hugo Zaragoza, et al. 2009. The
probabilistic relevance framework: Bm?25 and be-
yond. Foundations and Trends® in Information Re-

trieval, 3(4):333-389.

Freda Shi, Xinyun Chen, Kanishka Misra, Nathan
Scales, David Dohan, Ed Chi, Nathanael Schirli, and
Denny Zhou. 2023. Large language models can be
easily distracted by irrelevant context.

Kurt Shuster, Spencer Poff, Moya Chen, Douwe Kiela,
and Jason Weston. 2021. Retrieval augmentation
reduces hallucination in conversation. In Findings
of the Association for Computational Linguistics:
EMNLP 2021, pages 3784-3803, Punta Cana, Do-
minican Republic. Association for Computational
Linguistics.

Cameron Smith, Nigel Crook, Daniel Charlton, Johan
Boye, Raul Santos De La Camara, Markku Turunen,
David Benyon, Bjorn Gambick, Oli Mival, Nick
Webb, et al. 2011. Interaction strategies for an affec-
tive conversational agent. Presence, 20(5):395-411.

David Thulke, Nico Daheim, Christian Dugast, and
Hermann Ney. 2021. Efficient retrieval augmented
generation from unstructured knowledge for task-
oriented dialog. arXiv preprint arXiv:2102.04643.

127

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



Jonas Vlasselaer, Joris Renkens, Guy Van den Broeck,
and Luc De Raedt. 2014. Compiling probabilistic
logic programs into sentential decision diagrams. In
Proceedings Workshop on Probabilistic Logic Pro-
gramming (PLP), pages 1-10.

Nicholas Thomas Walker, Stefan Ultes, and Pierre Li-
son. 2022. Graphwoz: Dialogue management with

conversational knowledge graphs. arXiv preprint
arXiv:2211.12852.

Hao Wang, Bin Guo, Wei Wu, Sicong Liu, and Zhiwen
Yu. 2021. Towards information-rich, logical dialogue
systems with knowledge-enhanced neural models.
Neurocomputing, 465:248-264.

Jason Weston, Emily Dinan, and Alexander Miller.
2018. Retrieve and refine: Improved sequence gener-
ation models for dialogue. In Proceedings of the
2018 EMNLP Workshop SCAI: The 2nd Interna-
tional Workshop on Search-Oriented Conversational
Al pages 87-92, Brussels, Belgium. Association for
Computational Linguistics.

Tom Young, Erik Cambria, Iti Chaturvedi, Hao Zhou,
Subham Biswas, and Minlie Huang. 2018. Augment-
ing end-to-end dialogue systems with commonsense
knowledge. In Proceedings of the AAAI conference
on artificial intelligence, volume 32.

Wenhao Yu, Chenguang Zhu, Zaitang Li, Zhiting Hu,
Qingyun Wang, Heng Ji, and Meng Jiang. 2022a. A
survey of knowledge-enhanced text generation. ACM
Computing Surveys, 54(11s):1-38.

Wenhao Yu, Chenguang Zhu, Zhihan Zhang, Shuohang
Wang, Zhuosheng Zhang, Yuwei Fang, and Meng
Jiang. 2022b. Retrieval augmentation for common-
sense reasoning: A unified approach. In Proceedings
of the 2022 Conference on Empirical Methods in Nat-
ural Language Processing, pages 4364—4377, Abu
Dhabi, United Arab Emirates. Association for Com-
putational Linguistics.

Haolan Zhan, Lei Shen, Hongshen Chen, and Hainan
Zhang. 2021. CoLV: A collaborative latent variable
model for knowledge-grounded dialogue generation.
In Proceedings of the 2021 Conference on Empiri-
cal Methods in Natural Language Processing, pages
2250-2261, Online and Punta Cana, Dominican Re-
public. Association for Computational Linguistics.

Houyu Zhang, Zhenghao Liu, Chenyan Xiong, and
Zhiyuan Liu. 2019a. Grounded conversation genera-
tion as guided traverses in commonsense knowledge
graphs. arXiv preprint arXiv:1911.02707.

Saizheng Zhang, Emily Dinan, Jack Urbanek, Arthur
Szlam, Douwe Kiela, and Jason Weston. 2018. Per-
sonalizing dialogue agents: I have a dog, do you
have pets too? In Proceedings of the 56th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 2204-2213,
Melbourne, Australia. Association for Computational
Linguistics.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q Wein-
berger, and Yoav Artzi. 2019b. Bertscore: Evaluating
text generation with bert. In International Confer-
ence on Learning Representations.

Yizhe Zhang, Siqi Sun, Xiang Gao, Yuwei Fang, Chris
Brockett, Michel Galley, Jianfeng Gao, and Bill
Dolan. 2021. Joint retrieval and generation train-
ing for grounded text generation. arXiv preprint
arXiv:2105.06597.

Xueliang Zhao, Wei Wu, Can Xu, Chongyang Tao,
Dongyan Zhao, and Rui Yan. 2020. Knowledge-
grounded dialogue generation with pre-trained lan-
guage models. In Proceedings of the 2020 Confer-
ence on Empirical Methods in Natural Language
Processing (EMNLP), pages 3377-3390, Online. As-
sociation for Computational Linguistics.

Ming Zhong, Yang Liu, Da Yin, Yuning Mao, Yizhu
Jiao, Pengfei Liu, Chenguang Zhu, Heng Ji, and
Jiawei Han. 2022. Towards a unified multi-
dimensional evaluator for text generation. In Pro-
ceedings of the 2022 Conference on Empirical Meth-
ods in Natural Language Processing, pages 2023—
2038, Abu Dhabi, United Arab Emirates. Association
for Computational Linguistics.

128

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



A Appendix

A.1 Entity linking rules

The ProbLog rules employed for entity linking are given below. The probabilities attached to the rules are
estimated empirically using the parameter estimation approach implement in ProbLog library, based on
Learning from Interpretations (Gutmann et al., 2011).

0.60838635::refers_to(M,E) :- new(U), mention(U,M), string(M,S),

is_processable_time(S,0), name(E,N), jw_similarity(N,S,0), 0>0.9.

O::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), Jw_similarity(N,S,0), 0>0.8.

O::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), jw_similarity(N,S,0), 0>0.7.

0.72255423::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), lev_distance(N,S,0), O < 2.

0.30394455: :refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), lev_distance(N,S,0), O < 3.

O::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), lev_distance(N,S,0), O < 6.

0.0019686::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), lcs(N,S,0), O > 3.

O::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), string(M,S), lcs(N,S,0), O > 6.

O::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time (S,0), name(E,N), nb_common_words(N,S,0), O > 0.

O::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time (S,0), name(E,N), nb_common_words(N,S,0), O > 1.

O::refers_to(M,E) :- new(U), mention(U,M), string(M,S),
is_processable_time(S,0), name(E,N), nb_common_words(N,S,0), O > 2.

0.27142172::refers_to(M,E) :- new(U), mention(U,M), respond_to(U,AR1l),
mention (AR1,PM1), refers_to(PM1l, E).

0.12752306::refers_to(M,E) :- new(U), mention(U,M), respond_to(U,ARl),
respond_to (AR1,PUl), mention(PUl,PM1), refers_to(PM1l, E).

0.07429096::refers_to(M,E) :- new(U), mention(U,M), respond_to(U,AR1l),
respond_to (AR1,PUl), respond_to (PUl,AR2), mention(AR2,PM1), refers_to(PM1l, E).

0.01403269::refers_to(M,E) :- new(U), mention(U,M), respond_to(U,ARl),
respond_to (AR1,PUl), respond_to (PUl,AR2), respond_to(AR2,PU2),

mention (PU2,PM2), refers_to(PM1l, E).

A.2 Commonsense rules

The rules employed for commonsense reasoning on the GraphWOZ dialogues are provided below.

event_today(E,T) :- event(E), start_time(E,T), date(at_today,D), date(E,D).

event_tomorrow(E,T) :— event (E), start_time(E,T), date(at_tomorrow,D), date(E,D).

person_group (P,G) :- people(P), group(P,G).

group_members (G,L) :- group(G), findall (P, person_group(P,G), L).

count_members (G,N) :- group(G), refers_to(M,G), group_members(G,L), list_length(L,N).
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room_available_today(R,T) :- room(R), \+(location(E,R), date(E,D), date(at_today,D),
start_time (E,ST), end_time(E,ET), time_between(T,ST,ET,1)).

room_available_tomorrow (R, T) :— room(R), \+(location(E,R), date(E,D),
date (at_tomorrow,D), start_time(E,ST), end_time(E,ET), time_between(T,ST,ET,1)).

room_available_now (P) :- room(P), \+(room_busy_now(P)).

room_busy_now(P) :—- room(P), time(at_now,T), attendee(E,P), date(E,D),
date (at_today,D), start_time(E,ST), end_time(E,ET), time_between(T,ST,ET,1).

person_available_today (P,T) :- refers_to(M,P), people(P),
string(_,T), is_time_expression(T,1), \+(person_busy_today(P,T)).

person_busy_today(P,T) :- refers_to(M,P), people(P), string(_,T),
is_time_expression(T,1l), attendee(E,P), date(E,D), date(at_today,D),
start_time (E,ST), end_time(E,ET), time_between(T,ST,ET,1).

person_available_tomorrow (P,T) :- refers_to(M,P), people(P), string(_,T),
is_time_expression(T,1), \+(person_busy_tomorrow (P, T) .

person_busy_tomorrow (P,T) :- refers_to(M,P), people(P), string(_,T),
is_time_expression(T,1l), attendee(E,P), date(E,D), date(at_tomorrow,D),

start_time (E,ST), end_time(E,ET), time_between(T,ST,ET,1).

person_available_now (P) :- refers_to(M,P), people(P), time(at_now,T),
\+ (person_busy_now (P)) .

person_busy_now (P) :- refers_to(M,P), people(P), time(at_now,T), attendee(E,P),
date (E,D), date(at_today,D), start_time(E,ST), end_time (E,ET),
time_between (T,ST,ET, 1) .

attending_today (E,P) :- attendee(E,P), date(E,D), date(at_today,D).

person_events_today(P,L) :—- refers_to(M,P), people(P),
findall (X, attending_today(X,P), L).

attending_tomorrow(E,P) :- attendee(E,P), date(E,D), date(at_tomorrow,D).

person_events_tomorrow (P,L) :- refers_to(M,P), people(P),
findall (X, attending_tomorrow(X,P), L).

available_rooms_now (L) :-— findall (R, room_available_now(R), L).

available_rooms_today(L,T) :- string(_,M), morning_time(M,1), between(8,11,T),
findall (R, room_available_today(R,T), L).

available_rooms_tomorrow(L,T) :- string(_,M), morning time(M,1l), between(8,11,T),
findall (R, room_available_tomorrow(R,T), L).

available_rooms_today(L,T) :- string(_,M), afternoon_time(M,1l), between(12,17,T),
findall (R, room_available_today(R,T), L).

available_rooms_tomorrow(L,T) :- string(_,M), afternoon_time(M,1), between(12,17,T),
findall (R, room_available_tomorrow(R,T), L).

time_place(E,D,T) :- refers_to(M,E), event(E), date(E,D), start_time(E,T).
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Abstract

Gestures play a critical role in human-human
and human-robot interaction. In task-based
contexts, deictic gestures like pointing are par-
ticularly important for directing attention to
task-relevant entities. While most work on
task-based human-human and human-robot di-
alogue focuses on closed-world domains, re-
cent research has begun to consider open-world
tasks, where task-relevant objects may not be
known to interactants a priori. In open-world
tasks, we argue that a more nuanced consid-
eration of gesture is necessary, as interactants
may use gestures that bridge traditional gesture
categories, in order to navigate the open-world
dimensions of their task environment. In this
work, we explore the types of gestures used in
open-world task contexts, and their frequencies
of use. Our results suggest a need to rethink
the way that gesture analysis is approached in
the study of human-human and human-robot
interaction.

1 Introduction

For task-based human-robot interaction (HRI), ef-
fective communication can greatly increase task
effectiveness (Cantrell et al., 2011; Tellex et al.,
2020). Critically, this includes both verbal and
non-verbal communication (Mavridis, 2015). Ef-
fective non-verbal communication can include both
gaze and gesture (De Angeli et al., 1998), and
are fundamental in human-human communication
and substantially contribute to fluent communica-
tion (Kendon, 1997; Kita, 2003; Goldin-Meadow,
1999; Ping and Goldin-Meadow, 2010). Accord-
ingly, understanding and generating these non-
verbal communication modalities is critical for ef-
fective human-robot communication.

Recently, work on natural language understand-
ing in robotics (Han et al., 2022; Han and Williams,
2022; Culpepper et al., 2022; Williams and Scheutz,
2015b) has been expanding beyond traditional
tabletop domains to consider open-world contexts.

In contrast to a closed-world context where there
is an assumption that all possible referents have an
a-priori representation in the robot’s system, open-
world contexts have referents which may be new
or unknown to robot ahead of time. For example,
if a nurse asks an assistive robot “Go to the kitchen
to find a glass of water, then bring it to the patient”.
When trying to figure out what “it” means in this
sentence the robot needs to be aware of the glass of
water. However if the robot is using a vision-based
system to ground referring language it may only
contain a representation of the objects currently
visible in the room. In order to ground “it” to a
particular object, the robot may need to create a
new representation for the glass of water outside
of the vision system. By allowing for new repre-
sentations to be created outside of what the robot
is already aware of (in this case through vision), it
can then allow for understanding reference in an
open-world context. Work in this area has led to
a number of algorithms for open-world reference
resolution (Williams and Scheutz, 2015b; Williams
et al., 2016; Culpepper et al., 2022) to allow for
this type of behavior.

While there is work on linguistic grounding in
open-world contexts, work on robot gesture still
largely assumes a closed world where gestural tar-
gets are visible, known, and close-by (Liicking
et al., 2015; Sauppé and Mutlu, 2014). We argue
that this has led to an overly narrow focus on un-
derstanding and generating specific, narrow classes
of gestures in human-robot interaction; i.e., deictic
gestures that focus an interactant’s attention on a
visible, nearby area of the task environment. Based
on this argument, we analyze the gestures used
in a recent corpus of human-human interactions,
collected in a novel task environment designed by
Han et al. (2022) to elicit a more ecologically valid
range of referring forms. As we will show, our
analysis of the gestures used in this task context
backs up our argument, yielding a novel taxonomy
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of gestures used in open-world dialogue contexts,
and suggesting a need for human-robot interaction
researchers to fundamentally rethink the types of
gestures they are attempting to model in task-based
human-robot interaction.

2 Related Work

2.1 Open World Communication

To understand the ways in which gesture in cur-
rent task-based HRI are overly limited, let us first
consider the linguistic work that specifically tar-
gets open-world interactions. While task-based
natural language understanding and generation in
human-robot interaction has traditionally consid-
ered only closed-world environments. There has
recently been an increase in research relaxing this
closed-world assumption to consider open worlds,
especially in the context of reference resolution
(Williams and Scheutz, 2015b; Williams et al.,
2016; Culpepper et al., 2022).

Reference resolution is the process of identi-
fying what knowledge associated with particular
entities in a robot’s memory is being referred to
by a speaker’s referring language. While tradi-
tional approaches to reference resolution (and the
related process of language grounding) have only
attempted to associate incoming referring expres-
sions with pre-existing knowledge representations,
work on open-world reference resolution has addi-
tionally modeled how listeners might assess when
an incoming referring expression is likely to refer to
a previously unknown entity, and how a new knowl-
edge representation might be created in such cases
through the process of hypothesization (Williams
and Scheutz, 2015a,b). More recently, Culpepper
et al. (2022) presented a novel algorithm that al-
lows for incremental reference resolution, which
allows for a real-time word-by-word processing
within this type of open-world framework.

While there has been less work on open-world
language generation, this too is starting to change.
Han et al. (2022), for example, recently presented
a novel experimental setup designed to capture nat-
ural references to both visible, previously visible,
and not yet visible referents, in order to develop
computational referring form selection models that
can handle these sorts of open world references.
Like prior work on open-world reference resolu-
tion, however, this work has been solely focused on
natural language generation, and has not attempted
to account for the role that nonverbal communica-

tion, especially gesture, plays in open-world dia-
logue.

2.2 Gesture in Human-Robot Interaction

Because gestures are known to be a fundamental
part of human communication (Kita, 2003; Goldin-
Meadow, 1999), the use of gesture to enhance
human-robot interaction has attracted significant
attention across the history of human-robot interac-
tion (Waldherr et al., 2000). Effective gesture has
been shown both to promote sociability and inter-
actions, making robots more natural and enjoyable
to work with (Kim et al., 2013; Salem et al., 2012);
and to enhance the effectiveness and productivity of
task-based interactions (Gleeson et al., 2013; Gross
et al., 2017). Because of the important role gestures
play in human-robot interaction, HRI researchers
have devised a number of taxonomies for categoriz-
ing the different types of gesture that can be used
— and understood — by robots. Many of the exist-
ing taxonomies used for gesture generation and
understanding for HRI research primarily focuses
on physical arm motions (Allwood et al., 2007;
Dael et al., 2012). These taxonomies are often very
complex: the BAP taxonomy (Dael et al., 2012),
for example, has nearly 40 non-mutually exclu-
sive codes for gesture, with complex and specific
codes such as “Left arm action curved repetition’
or “Asymmetrical arms action”. For understand-
ing what physical movements are needed to create
with robots these taxonomies can be very helpful,
however these taxonomies are often not grounded
with the intent of the gesture in mind. Additionally,
research in the semiotics community (Goodwin,
2003) shows that physical manifestation is not al-
ways a good indicator of the intent of the gesture,
as context and subtle indicators also play a large
role in gestural meaning. This means that despite
their comprehensive nature in terms of physical
motion, these large-scale categorization systems
fail to account for the ways that different types
of gestures are typically used to achieve different
types of communicative purposes in human-robot
interactions.

]

In contrast, the taxonomy devised by McNeill
and Levy (1982) for use in human-human inter-
action categorizes gestures according to a small
number of conversational roles: deictic, iconic,
metaphoric, beat, and emblematic. Deictic gestures,
like pointing, direct an interactants’s visual atten-
tion to a particular object or location. Iconic ges-
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tures mime the physicality of an object or action to
direct an interactant’s internal attention to a particu-
lar concept. Metaphoric gestures are used to convey
more abstract concepts such as time. Beat gestures
are used for pacing or timing of linguistic structure.
Emblematic gestures (e.g. a wave or thumbs-up)
have distinct meanings derived through social and
cultural context. While, this taxonomy for cate-
gorizing gestures (McNeill and Levy, 1982) and
their incorporation into language-based communi-
cation (McNeill, 1985) has been widely adopted
across the fields of psycholinguistics and human-
robot interaction (de Wit et al., 2022) it lacks the
specificity, and grounding to physical movement
for interpretability that is often required, especially
when it comes to the wide variety of gestures that
fit under the broader umbrella of “deictic gestures”.

Within the domain of human-robot interaction,
there is wide recognition that understanding and
generation of non-verbal communication is criti-
cal for situated interaction (Cantrell et al., 2011;
Breazeal et al., 2005; Mavridis, 2015). While there
has been work on all of the gestural categories
described by McNeill and Levy (1982), deictic
gesture in particular has attracted significant at-
tention, due to its highly task-oriented and more
easily interpretable nature. Indeed, in task-based
human-robot interaction, there is often an exclu-
sive focus on understanding and generating deictic
gestures. In the foundational work of Sauppé and
Mutlu (2014), a wide variety of subtypes of deictic
gestures are studied, including pointing, present-
ing, touching, exhibiting, grouping, and sweeping,
with each category defined according to the physi-
cal motion of the gesture. For example, a ‘touch-
ing’ gesture requires direct physical contact with
the referent, while a ‘sweeping’ gesture used wide
arm movements to direct attention to larger regions.
Work on computational understanding and gener-
ation of deixis typically models deictic gestures
by projecting a saliency cone from the origin of
a deictic pointing gesture (Kranstedt et al., 2005)
outwards in a particular direction. These cones
can then be used in a multi-modal estimator that
combines grounded language and non-verbal com-
munication to identify which potential referent is
most likely given the particular language and ges-
tures used (Schauerte et al., 2010; Schauerte and
Fink, 2010; Liicking et al., 2015).

Yet critically, these methods assume that the tar-
get of a deictic gesture is visible and known to

the robot so it can find the most likely target that
falls within the deictic cone. While this seems rea-
sonable at first glance, it is clear that humans fre-
quently use gestures to refer to objects that cannot
be seen or may not be known to the other person
they are gesturing to. A simple example of this
is the way that iconic gestures help to draw users’
internal attention to a target referent representation,
rather than drawing users’ visual attention to a tar-
get referent stimulus. Moreover, some researchers
(Stogsdill et al., 2021; Enfield et al., 2007) have re-
cently begun to explore types of gestures that arise
in large-scale and open-world environments, which
seem to further trouble the boundaries between
these categories of gesture.

2.3 Gesture in Large-Scale and Open Worlds

One example of how the boundaries between tra-
ditional gesture categories are being troubled and
contested within psycholinguistics is the work by
Enfield et al. (2007). They examined how gen-
eral “pointing” gestures could have a more complex
meaning than what is traditionally associated with
deictic gestures. Specifically, Enfield et al. looked
at how pointing was used during conversation in
small Laotian villages and classified pointing ges-
tures into two types; primary Big (B) and secondary
Small (S) points. The B-points were composed of
large arm movements, while S-points were smaller,
single-armed gestures that had more complex hand
movements. While B-points seemed to be used in
the way typically expected of deictic gestures (i.e.,
to point to a physical location in space), S-points
were instead found to have more complicated us-
age. Sometimes the S-points were used similarly to
deictic gestures specifying a physical object or per-
son which would be ambiguous through language
alone. But other times, the S-Points were also used
to refer to locations that were not in the current
view while not necessarily pointing in the exact
location of that object.

These S-points thus trouble McNeill and Levy
(1982)’s conception of deictic gestures, in which
the objective of a pointing gesture is to direct atten-
tion to a physical location via spatial information.
The notion of “abstract deictic” gestures are ex-
plored in McNeill et al. (1993), which looks at how
deictic gestures can be used to point to objects or
people which are not physically there. While Mc-
Neill et al. (1993)’s “abstract deictic” gestures are
used to point to entities without a physical pres-
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ence, they still retain spatial information within
a narrative context, being used to denote relative
position in a non-present space. However, some
of the behaviors present in Enfield et al. (2007)’s
S-point’s includes pointing gestures which do not
necessarily contain direct spatial information, but
instead are used to create a gestural representation
of an entity, present or not. This suggests there is
non-spatial information that can also be conveyed
by pointing. While this use of non-spatial pointing
is explored within the semiotics community (En-
field et al., 2007; McNeill, 2003), these gestures are
still often classified as “Deictic gestures”, despite
their lack of spatial information making them in-
herently non-deictic. Perhaps this is due in part to
the grounding of McNeill’s categories in studies of
conversational rather than task-based dialog. We ar-
gue that because of the lack of spatial information,
a non-spatial pointing gesture does not fit cleanly
into McNeill’s “Deictic gesture” category. As such,
this suggests a need to our work that studies task-
based gestures in order to better understand the use
of gestures in complex, large-scale, open-world
environments.

These troubled category boundaries have also
been recently noted in work in the HRI community.
Specifically, Stogsdill et al. (2021) explored the
use of vague, non-deictic pointing gestures that are
very similar to the examples of S-Points found in
Enfield et al. (2007). For example, if someone is
trying to refer to the room next door, they may
vaguely wave toward the room in question without
pointing precisely or directing their gaze. Or, if
someone is referring to another faraway city, they
may point in a completely random direction. This
use of an abstract pointing gesture removes the
spatial information that is central to McNeill et al.
(1993)’s deictic gestures. Instead, Stogsdill et al.
(2021) argues that this gesture attempts to merely
convey the concept of “away”, which may be closer
to a metaphoric gesture than a deictic gesture.

This spectrum of category-spanning gestures re-
mains understudied, yet critically points to a need
to reconsider the categories of gesture used in task-
based interaction. More specifically, in order to
enable open-world Human-Robot Interaction, we
argue that there is a fundamental need to question
how and where existing approaches to gesture un-
derstanding and generation might fall short, and
how these shortcomings might be grounded in the
general taxonomies used by roboticists and psy-

cholinguists to make sense of gesture.

Figure 1: Example of the conical deictic projection
often found in computer-vision-based deictic gesture
representation. As can be seen, the gesture becomes
less precise as the target becomes farther away from the
source of the gesture.

In this work, we thus propose to investigate the
following research questions:

R1: How might we better categorize the types of
referring gestures used in open-world task-
based environments?

R2: How prevalent are these different categories
of gestures?

R3: Is the overwhelming focus of the HRI research
community on precise, deictic, B-point ges-
tures justified by this distribution of observed
gestures?

3 Methodology

3.1 Dataset

To evaluate our research questions, we analyzed the
experimental data from the experiments conducted
by Han et al. (2022). We will briefly describe the
context in which Han et al. collected that data, as
reported in Han et al. (2022), to explain why this
was an ideal dataset for answering our research
questions. The task environment used in Han et al.
(2022)’s work (shown in Figure 2) was partitioned
into four quadrants, each containing a variety of
colored blocks. In their experiment, pairs of par-
ticipants (an instructor and a learner) participated
in a sequence of four building tasks, one in each
quadrant, in which the instructor taught the learner
how to construct a different building from those
blocks. Specifically, Han et al. (2022) designed
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their experiment so that each of these four build-
ing tasks required blocks not available within the
task’s quadrant, including blocks seen in previous
quadrants or located in quadrants that were to be
visited in the future. This task structure was thus
inherently open-world in nature; the instructor was
required not only to refer to blocks that were im-
mediately visible, but also to refer to blocks that
had been seen in previous quadrants, as well as
blocks whose locations were as-yet-unknown. By
having discreet sections with items that participants
were aware of and other sections they not aware
of, they established quadrants that belonged to a
current, closed working context and quadrants that
belonged to an open-world. While Han et al. (2022)
report designing this experiment to analyze open-
world language production, we realized that their
dataset could also be a rich source of open-world
gesture production.

We analyzed twelve videos from Han et al.
(2022)’s video dataset, a total of 337 minutes with
an average of 28 minutes per video. From these
videos, we identified 1067 gestures in total and an
average of 89 gestures per video. In the next sec-
tion, we will thus describe how we analyzed the
gestures found in these videos.

| ST TN

Instructor ‘s
rule card
- ) s - [ —
P ‘

& 2 me [] &

Learner’s
rule card

HI,Divider

Objects are invisible
when participants are
in other quadrants.

Learner’s
chair

Figure 2: Setup for testing referring form selection
from “Evaluating Referring Form Selection Models in
Partially-Known Environments” (Han et al., 2022)

3.2 Qualitative analysis and gesture coding

To analyze those videos, we performed an iterative
qualitative coding procedure. First, we began by
breaking each video into a set of communicative
action segments in which discrete gestures were
used. Next, we performed open coding to identify,
for each gesture, the (1) physical manifestation of

the gesture and (2) information conveyed by the
gesture. Then, we removed from consideration any
gestures that did not appear to be related to the
task itself, or which did not appear to provide the
interactant with meaningful referential information
to help them accomplish the task, such as beat ges-
tures or emblematic gestures. Finally, we analyzed
the literature on gesture classification to cluster ges-
tures into discrete categories that were informed
by prior literature whenever possible, while also
striving to ensure (1) clear boundaries between ges-
ture clusters, and (2) clear criteria for assignment
of gestures to clusters.

Once a gesture taxonomy was identified, coders
were used to identify when in the videos particular
gestures were used. Then 17% of communicative
action segments were used to establish an inter-
coder reliability rating (IRR) using Cohen’s Kappa
Coefficient (Cohen, 1960) of k¥ = 0.35, denoting
fair agreement. After an IRR was established, a sin-
gle coder was used for the remaining segments. In
the next section, we will describe the taxonomy of
gestures that resulted from this qualitative coding
procedure.

4 Gesture Taxonomy

Based on our qualitative analysis, we formulated
the following taxonomy of open-world task-based
gestures which strike a balance between the intent
of the gesture while allowing for the visually sepa-
rable physical interpretability needed for robotics.
This taxonomy is comprised of five key categories:
(1) Precise Deictic Gestures, (2) Small Region De-
ictic Gestures, (3) Large Region Deictic Gestures,
(4) Abstract Pointing Gestures, and (5) Iconic Ref-
erence Gestures. Summary statistics for the use of
these gestures are shown in Table 1.

Gesture Type Count | pct of total
Precise Deictic 391 36.6%
Small Region Deictic | 434 40.6%
Large Region Deictic 13 1.2%
Abstract Point 103 9.7%
Iconic Reference 126 11.8%

Table 1: Number of gestures observed in the analyzed
dataset

4.1 Precise Deictic Gesture

We identified three distinct types of deictic gestures
that manifest in open-world task-based interactions.
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The first category was what we term “Precise De-
ictic Gestures”. These gestures were those most
closely related to the traditional conceptualization
of Deictic Gesture, and were relatively common
(36.6% of all analyzed gestures) due to their impor-
tant role in specifying which block will be needed
next for the experiment. The apparent purpose of
this gesture was to physically direct attention to a
single target object with a high level of specificity.
This type of gesture physically manifested either
as touching that object, or as pointing to that ob-
ject in a way where it was the only task-relevant
object entirely within the saliency cone extending
from the gesturer’s hand (cf. Liicking et al., 2015;
Schauerte et al., 2010). Thus, while the physical
motions of precise deictic gestures are dependent
on the environement, for example the gesturer may
need to put their finger closer to an object if it it is
near another object, the purpose of precise decictic
gestures is maintained.

This category of gesture captures gestures that
Sauppé and Mutlu (2014) would have categorized
as exhibiting, touching, and presenting, as well as
the single-target subset of those gestures Sauppé
and Mutlu would have categorized as pointing. The
difference in our categorization schemes is thus
grounded in a difference in focus on motion vs pur-
pose. That is, while Sauppé and Mutlu primarily
focuses on observable differences in how gestures
are physically executed, we instead primarily fo-
cus on differences in what gestures are intended to
achieve, while still taking into account the contex-
tual information that the physical motion brings.

By analyzing these gestures in terms of purpose
rather than motion alone, we can understand both
when and why these gestures are used. In cases
where the gesturer’s purpose is to direct attention
to a single object, they generate a precise gesture in
which only the target appears in the cone, because
(cf. Schauerte and Fink (2010)) if the gesture were
less precise, and multiple objects fell into the cone,
then additional effort would be needed to further
pick out the object through other channels such as
language.

4.2 Small Region Deictic Gesture

The second category of Deictic gesture we ob-
served was what we term “Small Region Deictic
Gestures” which accounted for a plurality (40.6%)
of all gestures observed. The apparent purpose of
this gesture was to direct attention toward a small

Figure 3: “Precise Deictic Gesture”: These are direct
and unambiguous spatial gestures to a target referent.
This figure shows the participant directly pointing at
a block, demonstrating a “Precise Deictic Gesture” to
directly specify a red rectangle as the referent of the
gesture.

group of objects, either due to an intention to pick
out the blocks as a group, or due to an intention
to pick out a single object within the group, with-
out certainty as to which object should be attended
to. This type of gesture physically manifested as
pointing toward the general area containing those
objects, so that all objects in the group were en-
tirely within the saliency cone extending from the
gesturer’s hand (cf. Liicking et al., 2015; Schauerte
et al., 2010).

This category of gesture captures gestures that
Sauppé and Mutlu (2014) would have categorized
as grouping gestures, as well as the multi-target
subset of those gestures Sauppé and Mutlu would
have categorized as pointing. As above, then,
the difference in our categorization schemes is
grounded in a difference in focus on motion vs
purpose.

Figure 4: “Small Region Deictic Gesture”: These are di-
rect and spatial gestures to a target referent or referents,
but do not have a clear unambigous target. This figure
shows the participant using a “Small Region Deictic
Gesture” to point in the direction of a red rectangle and
a yellow triangle, where the exact target referent of the
gesture underspecified by the gesture without additional
context or linguistic accompaniment.
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4.3 Large Region Deictic gesture

The final category of obviously Deictic gesture we
observed what we term “Large Region Deictic Ges-
tures”. These gestures were very rare (1.2%), and
were only used by some participants. Yet they were
distinct enough in purpose and form to warrant
separate consideration. The apparent purpose of
this gesture was to direct attention to a large num-
ber of objects comprising multiple clusters, or to a
large, general region of the task environment. This
type of gesture physically manifested as a large,
potentially full-arm gesture in the direction of the
objects of interest, but without attempting to fit
those objects into a saliency cone.

This category of gesture captures gestures that
Sauppé and Mutlu (2014) would have categorized
as grouping or sweeping gestures. Our categoriza-
tion is more broad, however. Because we focus on
on purpose rather than motion, we do not restrict
this category to those that manifest as literal whole-
arm sweeps, but rather include any gesture whose
intent is to highlight a large region. For example,
we include observed instances in which a speaker
waves their hand across multiple clusters of blocks.

ol

Figure 5: “Large Region Deictic gesture”: These are
large spatial gestures used to refer to many target refer-
ents. This figure shows the participant sweeping their
hand over the top of the table demonstrating a “Large
Region Deictic gesture” to refer to the red cube, the
yellow cube, and the green cylinder.

4.4 Abstract Pointing Gesture

The next category of gesture we observed does not
clearly fit into deictic gestures, nor does it clearly
fit into another category, like metaphoric gesture.
Rather, it represents a spectrum of gestures that
fall somewhere between these categories. We term
these gestures “Abstract Pointing Gestures”. While
not as common (around 9.7% of observed gestures)
as deictic gestures, these gestures were consistently

used at least once by all participants whose data
was analyzed.

The apparent purpose of this gesture was to in-
dicate that a target referent was “elsewhere”, and
possibly also to convey the direction in which the
target referent was to be found. This gesture man-
ifested in a variety of ways. In some cases, the
gesture manifested as a point in the vague region
of the target object, or in the direction of where the
listener would need to go in order to begin travel-
ing to the target. In either case, the gesture could
be construed as casting an incredibly wide deictic
cone; but we believe that the lack of precision in
the gesture suggested that the speaker did not have
a genuine expectation that the listener would follow
their gaze, limiting the utility of modeling such a
gesture as a cone.

Another reason for distinguishing this type of
gesture from deictic gestures is other ways this
could physically manifest that did not appear in
this task-based dataset is due to the close distances
between the speaker and all target referents, but
which could manifest in other tasks with more var-
ied out-of-context environments. A speaker trying
to refer to something in another room, might wave
generally or emblematically jerk their thumb over
their shoulder. We would view these gestures as
falling along the continuum of abstract gestures
due to their shared intent.

This category of gesture captures those discussed
by Stogsdill et al. (2021), McNeill et al. (1993)’s
abstract deictic gestures, and some of the S-point
gestures observed by Enfield et al. (2007). Our
characterization of these gestures differs from that
of Stogsdill et al. (2021), McNeill et al. (1993), and
Enfield et al. (2007), however, in that we character-
ize them within a referential context, and ground
them relative to other referential gestures within a
comprehensive taxonomy. Additionally, they are
grounded through our analysis of experimental data
demonstrating how they are used in open-world
task-based environments.

4.5 Iconic Reference Gesture

Thus far, we have been discussing gestures that are
either clearly deictic, or that appear deictic in phys-
ical manifestation. We will now describe iconic
gestures that we term “Iconic Reference Gestures”,
which we observed to also play a key role in refer-
ential communication within the open-world task-
based interactions that we analyzed. This category
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Figure 6: “Abstract Pointing Gesture”: These are non-
spatial pointing gestures used to create a gestural repre-
sentation of a referent. This figure shows a participant
using an “Abstract Pointing Gesture”, pointing away
from the table to refer to a block which has not seen
before.

comprises a subset of the iconic gestures as delin-
eated by McNeill and Levy (1982). However, we
believe they are worth highlighting here as a sep-
arate category due to the referential purposes they
achieve.

These gestures accounted for over one-tenth
(11.8%) of the total gestures used. The apparent
purpose of this gesture was to provide semantic con-
tent regarding the referent, to help disambiguate
the semantic content of the speaker’s speech. As
such, this type of gesture physically manifested
as mimicry of the shape of a referenced block to
make the shape of a block (such as a rectangle, or
semi-circle), or tracing out the shape of the block
in the air with an index finger.

These gestures play an especially important role
in open-world communication. In fact, these ges-
tures were the most common method we observed
when speakers intended to refer to objects that were
not currently visible. Despite the observed priamcy
of these gestures for open-world task-based refer-
ence, these iconic gestures are not well studied in
task-based HRI.

5 Discussion

5.1 What types of referring gestures did we
observe?

Our first research question was “How might we bet-
ter categorize the types of referring gestures used in
open-world task-based environments?” Our results
show that a variety of different referring gestures
are used in open-world task-based environments,
including multiple types of deictic gestures, iconic
gestures, and abstract gestures that trouble the pre-
viously delineated boundaries of traditional gesture

:I‘i_

Figure 7: “Iconic Reference Gesture”: These are non-
spatial gestures used to mimic properties of the target
referent. This figure shows the participant using an
“Iconic Reference Gesture” to refer to a rectangular
block by making a rectangular shape with their hands.

categories.

As demonstrated above, our results suggest that
deictic gestures may be best split into three cat-
egories, based on the intended specificity of the
gesture. This suggests a need to shift from a focus
on the physical form of different types of deictic
gestures, to the way that speaker intent shapes ges-
ture specificity.

Our results also highlight the need to consider
iconic gestures when analyzing referring gestures.
As demonstrated above, participants used a vari-
ety of iconic gestures to help communicate the
properties of referents. We argue that these types
of gestures are uniquely important to open-world
task-based interactions, both to help describe the
properties of previously-seen or as-yet-unseen ob-
jects — or to signal through the use of iconic gesture
that those objects are not currently visible.

Finally, our results demonstrate the importance
of Abstract Pointing Gestures; how these gestures
are uniquely used in open-world task-based envi-
ronments; and how imprecision and abstractness
serve as tools to communicate this open-world sta-
tus. These gestures, which do not fit cleanly into
traditional gesture categories, demonstrate a need
to think differently about gestures in open-world
task-based environments, in a way that moves be-
yond traditional frameworks for categorizing ges-
tures.

5.2 With what prevalence were different
referring gestures observed?

Our second research question was “How prevalent
are these different categories of gestures?”, Table 1
shows the distribution of how the gestures observed
in the analyzed dataset. While “Deictic Precise
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Gestures” are nearly the only type of referring ges-
ture explored in the task-based human-robot inter-
action literature, they comprised only one-third of
the gestures we observed (36.6%), making them
only the second most common gesture type ob-
served. In contrast “Deictic Small Region Gestures”
were the most common gesture, constituting nearly
half of observed gestures (40.6%), and one-fifth
(21.5%) of gestures used were non-deictic gestures.
This troubles the dominant perspective that nearly
exclusively focuses on precise deictic gestures.

5.3 Is the HRI community’s focus on Precise
Deictic Gestures warranted?

Our final research question was “Is the overwhelm-
ing focus of the HRI research community on pre-
cise, deictic, B-point gestures justified by this distri-
bution of observed gestures”. Based on the types of
gestures observed in the experiment, and their fre-
quency of observation, we believe this overwhelm-
ing and myopic focus on precise deictic gestures is
not justified. While the 37% frequency of use for
“Precise Deictic Gestures” represents a meaningful
quantity, it does not justify near-exclusive focus.
These results suggest that the HRI research commu-
nity should dramatically expand its scope of work
to consider a wider variety of referring gestures.
Specifically, we recommend focusing on narrow-
ing down the broader category of deictic gestures
into different categories of deixes based on target
specificity, and to explore the use of non-deictic
gestures and the role they play in open-world ref-
erential communication. Similarly, while saliency
cones are a good way to detect the target of a point-
ing gesture, as we start to incorporate non-pointing
gestures, it is no longer sufficient. Understand-
ing and generation of gestures which cannot be
modeled by a saliency cone may be difficult, but
it is also necessary for effective communication
the open-world tasks that are prevalent within HRI.
Overall, we suggest the HRI community should
move away from the coarse, generic gesture cate-
gorization schemes they have relied on for so long.

6 Conclusion

Clear communication is critical for both human-
human and human-robot task-based interaction;
and clear communication in many task-based do-
mains requires effective referential gestures. While
current gesture research in task-based HRI is nearly
exclusively focused on precise deictic gestures, as

we transition to more realistic open-world tasks,
we will need to move beyond these gestures.

Our results show that precise deicitic gestures
only play a small part in task-based communica-
tion, suggesting that HRI research perhaps needs
to be “pointed” in a new direction for both gesture
generation and gesture understanding. We propose
a new gesture taxonomy that can refocus the con-
versation about gesture to include gestures that are
more suitable for open-world environments. We
argue that this taxonomy is more effective at cap-
turing the types of gestures used in tasks for both
open-world and closed-world environments.

Limitations

While our research shows the need to reevaluate
gesture categorization, our results were limited due
to the constraints of the experiment. One major lim-
itations was the difficulty of seeing the direction of
deictic gestures from the camera’s perspective, and
thus, of differentiating “Precise Deictic Gestures”,
“Small Region Deictic Gestures” and sometimes
“Abstract Pointing Gestures”. Another major lim-
itation was that certain gestures may have been
under- or over-represented in the dataset we ana-
lyzed. Specifically, large deictic gestures may have
been under-represented due to the task requiring
only a single item at time, reducing the need for
simultaneous reference for multiple blocks.

Ethics Statement

While this research itself may not have overt eth-
ical implications, work on gesture understanding
and generation does present ethical implications.
Specifically, work on gesture in robotics brings
along risks to privacy via perception, and risks
of over-trust due enhanced anthropomorphic mor-
phology. A major requirement for gesture gener-
ation and understanding is advanced capabilities
in robotic perception. These perception methods
bring along risks of data privacy and security as
it can be unclear if and how perceptual data can
be used during and after the robotic interaction.
Additionally generation of gestures enhances the
anthropomorphic morphology of the robot, which
can lead to a higher and potentially false percep-
tion of the robot’s intelligence. This can lead to
an overtrust in the robot’s intelligence and capa-
bilities, and can lead to potentially dangerous out-
comes (Robinette et al., 2016).
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1 Introduction

In this paper we argue that topic plays a fundamen-
tal role in conversations, and that the concept is
needed in addition to that of genre to define inter-
actions. In particular, the concepts of genre and
topic need to be separated and orthogonally de-
fined. This would enable modular, reliable and
controllable flexible-domain dialogue systems.

In communicative activities, genre and topic tend
to be interleaved in the sense that the manner in
which a particular topic is addressed can differ sig-
nificantly across various genres. For instance, a
conversation about politics may unfold differently
in a formal debate compared to a casual conversa-
tion among friends, and a recipe for a dish can be
the topic of an instructional dialogue, or a discus-
sion among participants as how to best prepare the
dish.

Analysing the influence of genre on the treat-
ment of topics would allow us to understand how
general features of interaction are adapted to spe-
cific conversations. In this paper we discuss the
treatment of topics and genres in different linguis-
tics theories and how studying the way they influ-
ence each other may help designing reliable and
controllable open-domain dialogue systems that
could be adapted to task-oriented conversations in
many different domains.

2 Topic and genre in linguistic theories

There are several areas of research which aim to
categorise interactions in ways that are predictive
of their communicative (including linguistic) fea-
tures. These theories are based on a variety of
concepts such as (social) (communicative) activity
(Allwood, 2000), (communicative) project, frame
(Levin and Moore, 1977; Carlson, 1982), (lan-
guage) (dialogue) game (Lewis, 1979; Ginzburg,
2012), genre (Wong and Ginzburg, 2018), etc.
When defining genres, a frequently used concept

is that of activity in the context of which language
occurs. On Allwood’s account an activity type
is characterised by the goals, roles, artefacts and
environment that are associated with it. The car-
rying out of an activity consists of a number of
sub-goals being completed. These may be more
or less communicative in nature. For example, in-
stances of the activity type “Buying/selling coffee
in a café” are made up of sub-goals such as “convey-
ing which product one wants to order”, “conveying
how much the costumer should pay”, and, finally,
“paying/receiving money”’. These sub-goals could
be topics in a discussion carrying out the activ-
ity type “Buying/selling coffee in a café¢” but they
could be organised in many ways with for example
all the topics following each other linearly or on
the contrary being all embedded in each other.

Similarly, genres can be seen as a set of actions
that must be realised, or a set of questions under
discussion that must be resolved (Ginzburg, 2016),
to make a certain interaction successful. In that
sense, the genre sets the minimal requirements in
terms of outcome for a conversation but it does
not say anything on the content of it beyond these
requirements. Besides, while genre constrains the
surface structure, content plays an important role
in the detailed one. Formalising topics and under-
standing the way they can be articulated could help
modelling a hierarchical structure of content.

Topics have been discussed in different ways in
the literature, the definitions mostly vary by their
granularity. A sentence topic (Bolinger, 1952; Fir-
bas, 1964; Halliday, 1967; Givén, 1983) is an ele-
ment of the sentence, usually a noun phrase, that
the sentence comments on (Hockett, 1958). Dis-
course topics, on the other hand, are not necessarily
explicit. They refer to what a piece of discourse is
about, though the formalisation of this “aboutness”
is debated. Discourse topics have been defined
as based on the “question of immediate concern”
(Keenan et al., 1983), explicitly stated or not, or as
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“the proposition or set of propositions that the ques-
tion of immediate concern presupposes” (Schieffe-
lin and Keenan, 1976). Discourse topics are also
considered in the frame of certain discourse mod-
elling theories such as Segmented Discourse Rep-
resentation Theory (SDRT) (Asher, 2004). Coming
up with a theory organising these different levels
of granularity would enable us to come up with a
hierarchical modelling of topics (Teh et al., 2006).

3 Variability in dialogue

The fulfilment of a conversation goal can be
achieved in many different ways, encompassing
linguistic and extra-linguistic elements, and their
various combinations. Consider a scenario at a café
where a customer wishes to order a drink. This
goal can be accomplished by pointing at the de-
sired drink, providing a verbal description, employ-
ing both actions simultaneously, or in some cases,
no action may be necessary if the customer is a
regular one with a well-known preference. The
diverse range of methods exemplifies the flexibility
inherent in achieving conversation goals.

The straightforwardness of attaining conversa-
tion goals also varies. Sometimes, intermediate
questions need to be resolved before reaching a fi-
nal decision. For instance, a customer may inquire
about the type of milk used in the café and only
place their order once they know which drinks are
lactose-free. In such cases, the fulfilment of the
conversation goal is contingent upon gathering ad-
ditional information and resolving relevant queries.
Such examples show how a straightforward request
for action can sometimes turn into something more
complex, where information is requested and dif-
ferent alternatives can be discussed and compared.

Conversations may also deviate from a strictly
goal-oriented path, allowing for detours and tan-
gential discussions. For instance, while inquiring
about a specific product, an individual might share
an anecdote related to the product itself. Questions
about lavender cookies could trigger memories of
holidays in Provence and lead to a spirited debate
about the finest variety of lavender or even spark a
discussion about the seller’s vacation plans. Such
diversions from the primary topic rely on the partic-
ipants’ freedom and inclination to explore different
avenues within the conversation.

While many conversational goals are associated
with a default genre (and related dialogue struc-
tures), it sometimes happens that dialogue partic-

ipants deviate from these defaults. The extent to
which default structure diverge from the original
goals of a conversation is likely influenced by the
genre of the conversation and its level of formality
or standardisation. Additionally, the social aspect
of the interaction also plays a central role. It ap-
pears that conversations with a greater social orien-
tation tend to afford participants more freedom to
deviate from the central goal.

4 Application to dialogue systems

Variability in dialogue is a challenge for general-
purpose dialogue models. There may well be an
open-ended universe of dialogue genres (language
games, dialogue types), which we cannot hope to
map out (Wittgenstein, 1953). In any case only
a limited number of dialogue genres has so far re-
ceived attention from the dialogue systems / conver-
sational Al community (including industry). Hav-
ing a better understanding of the way topics and
genre interact could help creating a more modular
and general framework that could be fine-tuned for
more specific tasks.

Different dialogue genres will be associated with
different kinds of dialogue patterns. In a sense, a
notion of dialogue genre is not strictly necessary
for dialogue systems. What is needed in each do-
main is dealing with the dialogue patterns that ap-
pear there. However, we believe that the notion of
genre can serve as a powerful abstraction, allowing
dialogue designers to understand which dialogue
patterns are relevant in a domain.

5 Discussion

Distinguishing genre and topic and treating the two
as orthogonal contributing factors could provide
insights regarding the structural analysis of con-
versation. In terms of dialogue systems it would
improve the adaptation of the model’s interven-
tions based on the current topic and its links to the
previous ones as well as the type of conversation.
However, topic modelling is a complex task even
for human annotators (Purver, 2011) and creating
guidelines to annotate dialogues based on the top-
ics they discuss and the hierarchy between them
is not a trivial problem. Such an annotation guide
would make it possible to analyse the differences in
terms of topical structure between different types
of conversations and make dialogue systems adapt-
able to specific genres of conversations following
this analysis.
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Abstract

It is not contentious that spoken dialogue is
organised as a rapid exchange of turns with
very minimal gap or overlap; underpinned by
the real-time and highly predictive nature of
human language processing. By contrast, re-
search on patterns and mechanisms of turn tak-
ing in signed interaction is very scarce, to the
extent that there isn’t even broad consensus on
whether signed dialogue is best characterised
under a one-signer-at-a-time model. In this
paper, we present a preliminary corpus study
of turn-taking patterns in signed dialogue in
British Sign Language (BSL) using the BSL
Corpus Project. Our results are broadly compat-
ible with one-at-a-time signing, albeit obscured
by non-semantic signer movements. However,
we also identify examples that do not fit this
model which require further study.

1 Introduction
Sacks et al.’s (1974) seminal paper presented an ab-
stract model of turn-taking in spoken conversation,
capable of organising an orderly exchange of turns
at talk in a flexible way, bottom up, with two or
more participants. There are several corpus studies
that confirm the prevalence of this one-speaker-at-
a-time model mostly by demonstrating just how
short gaps and overlaps between turns are (see e.g.
Brady, 1968; Weilhammer and Rabold, 2003; Held-
ner and Edlund, 2010). There have been objections
too (see e.g. Heldner and Edlund, 2010), but see
Levinson and Torreira (2015) for strong counter
arguments. This model of everyday conversational
organisation has also been shown to be strongly
universal (Stivers et al., 2009; Enfield et al., 2010).
By contrast, there is a paucity of research on
both turn-taking patterns and mechanisms for pro-
jecting the end of turn in signed interaction. The
lack of direct signal interference from simultaneous
signing (c.f. overlapping audio signals in speech)
raises the question of whether signed interaction
is more tolerant to overlap. Coates and Sutton-
Spence (2001) introduce the possibility that signed

dialogue may be organised into both one-at-a-time
signing and the use of a “collaborative floor”. Sub-
sequent work has explored the former (e.g. de Vos
et al., 2015; De Vos et al., 2016; Lepeut, 2022;
de Vos et al., 2022) but the latter remains largely
ignored, in favour of drawing direct parallels with
spoken dialogue.

de Vos et al. (2015) propose ignoring prepara-
tory movements at the start of utterances, signers
holding signs in place at the end of utterances and
the signer retracting their hands; they term these
as “stroke-to-stroke” (STS) timings as opposed to
“sign-naive” (SN) timings (which include all move-
ment). By discounting these segments of dialogue,
they demonstrate that Dutch signers’ turn-taking
(in Nederlandse Gebarentaal) follows broadly the
same patterns as spoken dialogue which therefore
means that they can be characterised under a one-
signer-at-a-time model. However, they restrict their
study to question-answer sequences only, which
limits the scope of their study — crucially, for exam-
ple, there is no analysis of the function or form of
overlaps in other types of sequence.

In this pilot study, we aim to investigate turn-
taking patterns in BSL by examining data from
the BSL Corpus Project (BSLCP) (Schembri et al.,
2013). Our findings are consistent with those of
de Vos et al. (2015), but we also find — as yet anec-
dotal — evidence that overlaps are less disruptive
in signed interaction; and point forward to some
future research directions.

2 Materials: The BSL Corpus Project

The data for this study comes from the BSLCP,
collected between 2008-2011. The conversation
section! of the BSLCP consists of 122 30-minute,
unscripted dialogues between pairs of deaf sign-
ers of various backgrounds from different parts
of the UK totalling approximately 60 hours. For
each dialogue, there are three video recordings: a

! Other sections, with the same participants, include inter-
views, monological narratives and lexical elicitation.
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[ BSLCP Annotations  [] Holding

I 4 - Oh, running loose?

2 - Like a matador?

A [ Preparatory movement [] Repetition | )

| Repetition ‘

Holding lr] 4 |r

P
[[] Semantic content [C] Retractive movement

Signer

1 - Next, he wants to see a bull.

3 - No, a stampede on the streets

Holding

Prep | 1 |

| prep | 3 |

0 1 2 3

4 5 6 7

Time/s

Figure 1: Example repair sequence from pilot BSLCP Study

close-up of each participant and a wide shot of
both. Of these, 292 dialogues are annotated with
roughly 500, precisely-timed glosses for each par-
ticipant, along with a free translation of each utter-
ance, yielding 4-5 minutes of annotated dialogue
per pair. We use a subset of these for this study.

3 Procedure
Videos and annotations were downloaded from the
BSLCP website with a research licence. A Python
library - Pympi (Lubbers, 2015) - for working with
ELAN data was used to combine annotations into
a single file for each conversation with uniform
tier names. This restructuring allows the files to
be processed automatically. It proved necessary to
manually adjust the timings for each file, as well
as clipping the annotations at the end of the last
annotated turn’. This produced a subcorpus of 37
minutes of dialogic data across 8 conversations.
Pympi then allows the automatic detection of
turn transition times from the comparison of two
tiers of turn data. This identifies gaps, overlaps,
pauses and ‘within-overlaps’ in the data. For
this investigation, pauses were ignored, as the two
turns either side of a pause can be considered as
a single turn. Overlaps were ascribed a negative
time value and gaps retained a positive time value.
Within-overlaps, where there was no swap be-
tween the signers, were also given a negative time
value but were kept separate from other overlaps.

4 Results

The conversations that were analysed as part of this
study and the observed timings are summarised in
Table 1. When considering only transitions where
the primary signer changed, the mean transition
time was -551ms. When considering all turns, the
mean transition time was -968ms. The distribution
of timings can be seen in Figure 2.

5 Discussion

As Table 1 and Figure 2 show, the timings obtained
are, on the whole, consistent with the findings from
de Vos et al. (2015). They observed a median of
-607ms and a mean of -812ms when using SN

2Where annotations are available for both participants.
3To discount sections of annotations with just one signer.

Examples | Mean Duration
Conversations 8 4m 38s
Turns 480 5.40s
Gaps 53 566ms
Overlaps 117 1056ms
Within-Overlaps 211 1304ms

Table 1: Turns and turn transitions in pilot BSLCP study

Analysis of turn transition offsets for conversation data in the BSL Corpus

0.0000

—3000

0.0006
—— Signer swap tums

All turns
-=- median: -322ms, mean: -551ms
median: -515ms, mean: -968ms

0.0005

0.0004

0.0003

Density

0.0002

0.0001

—2000 -1000 0

Transition offset/ms

Figure 2: Turn transition times from pilot BSLCP Study

1000 2000

timings, comparable with the annotations in the
BSLCP. Using STS timings, their results shift pos-
itively (i.e. gaps rather than overlaps) to be much
closer to the universal averages found by Stivers
et al. (2009). We expect that a similar STS analysis
on our data would yield comparable results.

These findings support the hypothesis that BSL
signers adhere to one-at-a-time turn taking norms.
However, the significant number of (what appear to
be non-interruptive) within-overlaps suggests
that signed interaction may be more resilient to
overlaps. Further research is needed into both the
form and function of the within-overlap turns to
establish how much of these might be characterised
as backchannels or interjections. We illustrate this
issue with a repair sequence from our BSL data
with added STS annotations (Figure 1).

Utterances 1-3 now appear to occur sequentially,
with gaps between each turn. However, even with
an STS analysis, utterance 4 is still in complete
overlap with utterance 3. This demonstrates the
problems with SN timings but also that even us-
ing STS timings, there remains within-overlaps
without an explanation. It is not clear, in this exam-
ple, what effect the overlap has on the interaction.

Can these overlaps be characterised as backchan-
nels? Or more generally, how disruptive (or not)
are they? How are they sequentially integrated?
What effect do the ‘non-semantic’ movements (ig-
nored by STS timings) have on turn taking?
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From position to function: Exploring word distributions within
intonation units in American English conversation
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1 Introduction

Traditionally, Firthian semantics (Firth 1957)
examines meanings of linguistic forms through co-
occurrences with other forms. This distributional
method has enjoyed tremendous success in
computational approaches, yet there has been less
attention to how forms are distributed within larger
units. Discourse markers’ functions are often
linked to positions in interactional units like turns
and sequences (e.g. Sato 2008, Kim 2022, Fuentes-
Rodriguez et al. 2016), but other form classes or
prosodic units like the intonation unit (IU; DuBois
1992, Chafe 1994, Wahl 2015) are less frequently
investigated. In this study, we examine the length
of [Us in which words appear and position of words
within [Us in the Santa Barbara Corpus of Spoken
American English (DuBois et al. 2000), which is
manually annotated for IUs based on acoustic cues
(DuBois 1992). We find strong systematicity in
word distributions across the lexicon, modellable
with simple probabilistic models.

2 Exploring prosodic profiles

We first plot the distribution of words within the [U
in heatmaps (Figure 1). Most words display clear
tendencies as to where they appear in IUs, with
three types of patterns. Firstly, words have different
length preferences: Interjections prefer very short
IUs and prepositions typically prefer longer ones.
Secondly, some distributions are centred around a
fixed place value, e.g. subject pronouns tend to be
first and auxiliaries second. Finally, some
distributions are centred around a fixed value from
the end of an IU: accusative pronouns tend to come
last, while determiners and prepositions are
typically 1-2 places from the next IU boundary.
Some words display bimodal distributions:
conjunctions often have one mode near the front of
an IU and another, smaller one near the end.

haoranyan,

dubois}@ucsb.edu
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Figure 1: Heatmaps of place and length for the
short-biased right (a), front-biased would (b), end-
biased the (c) and bimodally distributed or (d). The
y-axis gives the length of the IU where a word
appears; the x-axis gives the place, i.e. sequential
position of a word within an IU. The darker a
position in the heatmap, the more tokens found in it.

Hierarchical clustering on the joint distributions
of the 200 word-types with highest Juilland's U
(Gries 2008) values, based on Tai & Pham-Gia’s
(2010) measure of cluster width, reveals syntacto-
semantically interpretable clusters. Results at 22
clusters are in the Appendix. Interjections take up
two clusters, typically occupying one-word IUs
(and occasionally the ends of longer IUs),
consistent with their often strong associations with
intonation contours (Norrick 2009). At initial
positions of longer IUs are conjunctions and other
words relating different stretches of discourse,
often serving as prefaces (Kim & Kuroshima 2013)
to turns. Wh-words also tend to come first in an [U
and modal-evidential verbs (main and auxiliary)
second — words typically described as constituting
recognisable turn beginnings in turn-initial position
(Schegloff 1996), but the IU-initial tendency
remains even in turn-medial positions, e.g. after
filtering out uppercase-initial instances. One
cluster contains words like know and think
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preferring final positions of two-word IUs,
reflecting their role in stance-marking chunks like
I think (Thompson 2002). Words attracted to TU
ends include nouns and non-nominative pronouns,
projected by words attracted to (ante)penultimate
positions like prepositions and determiners.

3 Modelling prosodic profiles

To go beyond exploratory analysis to predictive
modelling, we model the words’ prosodic profiles
with a Bayesian approach, focusing on words with
unimodal distribution. We adopt a parametric
approach so the distributions can be summarised
using a small number of interpretable parameters.

For each word, we first modelled the length of
IUs that it appears in using a negative binomial
distribution. We use the parametrisation standard in
negative binomial regression (Ver Hoef et al. 2007)
with the following probability mass function:

— ¢ y
o =TT () ()
y p+ ¢/ \u+ ¢
where u is the mean and ¢ a dispersion parameter;
the variance is u(1 + u/¢). Since 0 places are
impossible, we truncated the distribution at 0.

To obtain the joint distribution of place and
length, we then modelled the distribution of the
place conditional on the length. For the front-
biased words, we modelled the place values
directly. Since back-biased words tend to be
consistently the same number of places from the
end of the IU, we model the back values of those
words by subtracting place from IU length and
adding one. The conditional distributions of the
place and back values were modelled as Poisson
distributions with rate parameter A, and values
below 1 and above the length truncated.

The models were fit in a Bayesian framework in
Stan through RStan (Stan Development Team
2023a,2023b). Priors were set on the parameters as
follows: A ~ Gamma(3,3), ¢, u~ Gamma(1,1).
The means of the posterior distributions of A and p,
along with the ‘variance’ of IU length u(1 + u/¢),
are shown in Table 1 and Table 2 for eight words.

From u values, which reflect length preferences,
clearly yes and right are much more biased towards
short IUs than the rest. This is expected from their
functions as interjections: They can function alone
to express stance alignment (DuBois 2007) and, for
right, as backchannels. Right has great variance in
IU length considering how short the length usually
is, reflecting right’s secondary use as an adjective.

A values reveal yes and he to be most attracted
to the edges of 1Us, followed by right, whereas the
and an are the farthest from IU edges. The
interjections’ attraction to front edges may allow
for early action ascription in the IU, considering
their stance alignment functions (cf. Levinson 2012
for similar discussions in the context of turns), and
the attraction of /e, a highly accessible (Ariel 2001)
referential expression, to IU beginnings reflects
general preferences for producing highly
accessible elements first (Levshina 2022). The
articles’ relatively long distance from the IU edge
allows them to project lengthy, inaccessible
referential expressions in English.

word A 2 p(1+p/d)
yes 1.76 0.22 0.49
he 1.99 6.07 8.80
Just 3.20 6.03 11.7
would 3.24 6.65 9.17

Table 1: Parameter estimates for front-biased words.
Note that these are not true estimates of means and
variances because the distributions are truncated.

word A 2 p(1+p/d)
right 2.67 0.58 3.85
an 3.86 6.68 10.23
little 3.73 7.09 10.60
the 4.59 7.01 9.83

Table 2: Parameter estimates for back-biased words.

4 Conclusion and future directions

Words in English conversation reliably pattern as
to where they occur in IUs of what length. Some of
these distributions can be modelled with simple
probability distributions with parameters revealing
of the words’ functions. This shows location within
IUs as a promising avenue for examining linguistic
function distributionally, adding to analyses based
on collocations and interactional units, perhaps
even suggesting refinements of traditional syntax-
based word classes like nouns and verbs, while
incorporating interjections/discourse markers that
do not fit neatly into sentence-based analyses.

We plan to extend these models to account for
special words, e.g. those like ‘e or ‘m where initial
positions are much less likely than Poisson-like
models predict. We also plan to model words with
clearly bimodal distributions like or. Finally, we
hope to compare word distributions within IUs
with other units like the turn, turn-constructional
unit and sequence, to determine how much
additional information [Us capture.
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Appendix
Interpretation | Examples | Concentrated in
interjections hm, oh, | one-word IUs
right,
unhunh
interjections god, mom, | one-word IUs and,
and vocatives | sure, uh, | secondarily, other
why final positions of
shorter [Us
time-/choice- | after, mostly beginnings
related before, of short IUs +
every, or sometimes next-
to-last positions of
longer IUs
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conjunction and, so, | strongly initial, mostly all, as, by, | penultimate to
and which, but | well spread across determiners first, these | antepenultimate
conjunction- IU sizes and words of IUs
like words prepositions
subordinators | how, strongly initial, modal and | be, even, | penultimate  to
and modals maybe, well spread across semantically getting, fourth-from-last
what, IU sizes (more light verbs take positions of
where short-biased than moderate [Us
10) prepositions any, in, | antepenultimate
modal- know, second position of and three, and penultimate
evidential mean, two-word IUs quantitative through positions of
verbs think, determiners moderate-sized
wanted IUs
semantically came, gon, | second to third genitive another, antepenultimate
light verbs wan, told positions of pronouns and | my,  our, | position across a
moderate-sized other than range of IU
1Us determiners lengths
contractions 's,  goes, | second positions and
and  modal- | guess, of short IUs semantically
evidential should light
verbs adjectives
temporal and | always, third word from nominative are, does, | well spread out or
modal adverbs | just, never, | the beginning of pronouns and | is, it bimodal

not

moderate-sized
1Us

semantically go, want, | 2-4 positions of
light verbs went, have | moderate-sized
IUs
light day, lot, | final positions of
(pro)nouns me, IUs, well spread
anything out across IU
lengths
(diverse) around, final position
back, time, | across a range of
say IU lengths
semantically everything, | final  positions,
light nouns something, | spread across IU
here lengths
(diverse) four, kinda, | final to
really, penultimate
remember | positions of
shorter IUs
(diverse) about, big, | last or penultimate
long, her word of moderate-
sized IUs
determiners, an, tell, | penultimate
light content | very, real, | position of
words, some | call moderate-sized
prepositions IUs, highly
concentrated
semantically good, penultimate to
light content | years, antepenultimate
words great, like | positions of short

1Us

modal verbs

distribution of
positions, short to
moderate IUs
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1 Introduction

We investigate different styles of approach to per-
suasion in high-stakes, time-critical interactions.
In human dialogue, there are generally multiple
motivations underlying choices of specific utter-
ances and higher-level strategies in approaching an
interaction. These can include achieving the speak-
ers’ own goals, helping the interlocutor achieve
theirs, opening, and maintaining conversation, and
maintaining interpersonal relations. People differ
in terms of their weight on each of these goals, but
decisions about what and how to say things also
depends on the situation itself, e.g., what is at stake
in the conversation and how urgent is a resolution
needed. Differences in these factors may result in
very different kinds of dialogues even when under-
taken for the same purposes.

We examine a set of short dialogues (2-16 turns,
average 7.62) all concerned with the same high-
stakes, urgent goals. A disaster relief manager
needs to communicate with people in the town who
are in danger from an out of control forest fire. The
manager wants to convince them to leave, and if
necessary, offer resources to help them accomplish
that. We look at how different experimental par-
ticipants playing the manager role approach this
situation, specifically what kinds and ordering of
speech acts they perform in the initial stages of the
dialogues. We look at whether and how proposals
to act are presented, for example do they get right
to the point, or first greet the other and ask after
their interests before presenting their proposal.

We annotated the manager’s turns with a high-
level set of speech acts (Searle, 1969; Bunt et al.,
2012) (a turn can realize multiple acts). We then
categorized the dialogues with respect to position
of greetings and proposals, looking at the trade-
off between politeness and focusing on addressee’s
concerns vs getting to the point quickly. Finally,
we looked at the number and types of proposals

1
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Figure 1: Overview of the simulation environment, the
spokesperson, and the operator (aka the user)

that were made. We are currently examining which
situational factors are related to different types of
approaches, taking into account factors of the par-
ticipant, their interlocutor type and style, and ur-
gency of the situation.

2 Data

The data used is from an experiment first intro-
duced by Chaffey et al. (2019), and illustrated in
Figure 1. In this simulation, the human participant
(shown top right) plays the role of a disaster relief
manager, operating a swarm of robots and assisted
by a virtual human spokesperson (Julie) for the
swarm (shown top left). The manager (also called
"operator") must deploy robots to track a forest fire
that is spreading towards the town, search for res-
idents within the town, establish communications
with the residents, and rescue residents. Robots
are of two types: flying drones, and ground trans-
port vehicles. The spokesperson can be seen as an
assistant, who can inform the operator about the sit-
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uation with the swarm, but can also autonomously
take on some tasks to relieve the operator’s burden.
In the lower part of the figure, the operator’s view
of the simulation is shown. They have a high-level
map of the town, broken into grids that can be used
for communicating locations to the drones. The
current state of the fire is shown in orange. Robots
are represented as circles (with numerical ids for
individual drones). When residents are located (as
shown in top right pane of the operator view), the
operator tries to save them, sometimes engaging in
dialogues with them or sometimes delegating this
task to the virtual spokesperson.

There were five different residents in the simu-
lation, representing different individuals or small
groups, with different concerns about leaving, and
different requirements to be able to leave (e.g. need-
ing guidance or a transport vehicle). They were
placed randomly within the environment, and the
fire spread following a stochastic distribution. Res-
ident utterances were pre-recorded by actors, and
triggered using a Wizard of Oz interface by an
experimenter, following a protocol for which con-
cerns would be brought up and what would con-
vince them to comply.

31 participants each participated in two runs of
the simulation. Thus, the maximum possible num-
ber of distinct dialogues between the operator and
aresident was 310. However, not all residents were
discovered in each simulation run, and some resi-
dents were handled by the spokesperson rather than
the operator. Eight participants delegated all inter-
actions to the spokesperson. Only one participant
had all 10 possible resident interactions. A total
of 104 dialogues (average length of 34.68 seconds
and 85% success rate) between a participant and a
resident were identified and transcribed.

2.1 Speech Act Annotation

We annotated operator turns for the presence or
absence of each of the following speech acts:

Greeting refers to the initiation of conversation.
Opening remarks serve as a polite and friendly way
to acknowledge the presence of the resident and
establish the beginning of the conversation. (e.g.,
"Hello." "Are you there?" "Yes...")

Statement refers to providing insight, reason,
justification, or information to the resident. (i.e.,
"It’s an emergency." "There is an evacuation." "The
vehicle is on the way.")

Question refers to inquiring the current status

or information from the resident. (i.e., "Are you
okay" "How are you?" "Do you need assistance?")

Proposal refers to presenting a course of action
or plan to the resident. (i.e., "We need you to leave
right now." "Can you guys please just get out of
there as quickly as possible?" "You should probably
try to get out there as quickly as possible.")

Concession refers to withdrawing a proposal.
(i.e., "Okay, that’s your choice." "Do understand
that I did try to evacuate you.")

Closing refers to end of the conversation. (i.e.,
"Okay. Thank you." "Bye.")

We classified proposals based on who would do
the proposed action and the strength of the commit-
ment or obligation, yielding five types: command,
request, suggestion, offer, and commitment.

3 Analysis

We identified 4 initiation patterns, based on the
combination and positioning of greetings and pro-
posal speech acts in the dialogues. These are from
most to least urgent (or least to most polite):

1. proposal in the first turn, no greeting (14
dialogues, 8 with just a proposal, 6 also in-
cluding a statement).

2. proposal in the first turn with a greeting or
question (40 dialogues, some also including
questions or statements in the 1st turn).

3. proposal occurring after an initial greeting
exchange (44 dialogues)

4. no proposal presented (6 dialogues)

Of the 98 dialogues with proposals, 33 contained
only a single proposal, 40 contained 2 proposals, 21
contained 3 proposals, 3 contained 4 proposals, and
1 contained 5 proposals. Concerning the first pro-
posal type, 43 were commands, 25 commitments,
16 offers, 8 suggestions, and 6 requests.

3.1 Next Steps

We are currently examining patterns involving the
relationships between proposals and other actions,
and how they are distributed across the above ini-
tiation patterns. We will also look at correlations
between types of patterns and several factors in-
cluding individual operator participants and resi-
dents, correlations with facial expressions (Nasi-
hati Gilani and Traum, 2023), success at saving the
residents, and the simulation state to see whether
the proximity of the fire to the resident makes a
difference in the distribution of patterns.

154

Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,
August, 16—17, 2023, Maribor.



4 Acknowledgements

The first author was supported by the NSF REU
program, award 1852583, during her internship at
the USC Institute for Creative Technologies. The
second and third authors were sponsored by the
U.S. Army Research Laboratory (ARL) under con-
tract number W911NF-14-D-0005. Statements and
opinions expressed and content included do not
necessarily reflect the position or the policy of the
Government, and no official endorsement should
be inferred.

References

Harry Bunt, Jan Alexandersson, Jae-Woong Choe,
Alex Chengyu Fang, Koiti Hasida, Volha Petukhova,
Andrei Popescu-Belis, and David R Traum. 2012. Iso
24617-2: A semantically-based standard for dialogue
annotation. In LREC, pages 430—437.

Patricia Chaffey, Ron Artstein, Kallirroi Georgila, Kim-
berly A Pollard, Setareh Nasihati Gilani, David M
Krum, David Nelson, Kevin Huynh, Alesia Gainer,
Seyed Hossein Alavi, Rhys Yahata, and David Traum.
2019. Developing a virtual reality wildfire simula-
tion to analyze human communication and interaction
with a robotic swarm during emergencies. In Work-
shop on Human Language Technologies in Crisis and
Emergency Management.

Setareh Nasihati Gilani and David Traum. 2023. Ana-
lyzing user’s mental state and facial expressions in
interaction with different personalities in a critical
situation. In Ist International Multimodal Communi-
cation Symposium (MMSYM 2023).

John R. Searle. 1969. Speech Acts. Cambridge Univer-
sity Press, New York.

155
Proceedings of the 27th Workshop on the Semantics and Pragmatics of Dialogue,

August, 16—17, 2023, Maribor.



Referring as a collaborative process: learning to ground
language through language games

Dominik Kiinkele! and Simon Dobnik!?

Department of Philosophy, Linguistics and Theory of Science’
Centre for Linguistic Theory and Studies in Probability (CLASP)?
University of Gothenburg, Sweden
dominik.kuenkele@outlook.com and simon.dobnik@gu.se

Abstract

How do artificial agents based on neural net-
works coordinate on a new language through
referential games over 3-d scenes? We extend
a popular CLEVR dataset to control for dif-
ferent combinations of features of target and
distractor objects and examine the success of
referential grounding learned by the agents.

1 Introduction

Agents interact with the physical world through
their actions and perception, and with other agents
through language. Their sensors and actuators al-
low them to sample the world and their own state
using measures that are continuous in nature such
as intensity of light, distance, angles, velocity and
others which can be measured with a high degree
of accuracy. On the other hand, the language that is
used to communicate with other agents is based
on representations that are composed of a lim-
ited set of discrete and arbitrarily chosen symbols.
How can both domains and representations arising
from these interactions be combined? How are the
ranges of measurements expressed in a continuous
domain mapped to discrete linguistic labels? How
is ambiguity and underspecification resolved? How
can agents achieve it through interactive grounding
(Regier, 1996; Roy, 2005; Cooper, 2023)?

In this paper we explore how agents based on
artificial neural networks learn referential ground-
ing of entities in images of 3-dimensional scenes
through language games (Clark, 1996; Bartlett and
Kazakov, 2005; Kirby et al., 2008; Steels and Loet-
zsch, 2009; Zaslavsky et al., 2018). One agent
is describing the entities represented as features
within bounding boxes of objects, inventing new
vocabulary as necessary. The other agent learns
to interpret the reference of symbols by identify-
ing one of the bounding boxes based on object at-
tributes such as shape, colour and size. Both agents
learn through the success of interaction. The nov-
elty of our work, compared with the previous work

with this setup (Kharitonov et al., 2019; Lazaridou
et al., 2017), consists the extension of the popular
CLEVR dataset (Johnson et al., 2016) with new
artificially generated 3-d scenes of objects. These
can be referred to based on attributes such as shape,
colour and size and discriminated based on differ-
ent overlaps of these attributes between the target
and the distractor objects.

2 CLEVR-Dale-2 and Dale-5

We extend the CLEVR dataset (Johnson et al.,
2016) by dividing the objects into one target object
and distractors and by controlling for the number
of shared attributes between these groups as in the
GRE algorithm in (Dale and Reiter, 1995). The
target object is always unique, because at least one
attribute is different from the distractors. Each
distractor can share a maximum of two attributes
with the target object. There is no restriction on
the relation between distractors, hence it is pos-
sible to have multiple identical distractors in one
image. Given the ranking of features in the origi-
nal GRE algorithm, the target object is therefore
identifiable either by shape (1), shape and colour
(2) or shape, colour and size (3). For each image,
fixed-size bounding boxes are extracted around the
centre-point of each object. The Dale-2 dataset con-
tains one target object and one distractor, while the
Dale-5 dataset contains one target object and four
distractors. Both datasets contain 10.000 images.
Examples are shown in Appendix A.

3 Language games

The language games were developed and run in the
EGG framework (Kharitonov et al., 2019).! Both
our sender and receiver have a similar architecture
to the agnostic sender and receiver of (Lazaridou
et al., 2017), as shown in Appendix B. One cen-
tral difference is the production of the message.

"https://github.com/DominikKuenkele/MLT_Master-
Thesis
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As we focus on sequences of referring expressions,
made-up of different attributes, our models produce
sequences of symbols for the message instead of
a single symbol to refer to an image. This is done
by using an encoder LSTM (sender) and a decoder
LSTM (receiver) to encode language descriptions.
Another difference is that both sender and receiver
receive visual input as segmented objects rather
than as two images. The order of the objects is
random, except that the first object for the sender
is always the target object to be referred to. For the
sender, the images are passed through ResNet101
(He et al., 2016) and a following linear layer that
reduces the dimensions to an embedding size e;.
All embedded images are concatenated and passed
through another linear layer to reduce the dimen-
sions to the hidden size h,. This is then used as
the initial state of the encoder LSTM. After, the
sequence of labels is generated through Gumbel-
Softmax relaxation (Jang et al., 2017). The receiver
also encodes all images using ResNet/0] with a
following linear layer, reducing it to e,. The se-
quence, received from the sender is the input for its
decoder LSTM, where a hidden state with a dimen-
sion of h, is randomly initialised. After each step
of the LSTM, the receiver calculates a dot product
between the hidden state and all of its image en-
codings. The receiver then ‘points’ to one of the
images by applying a softmax function over the
results of the dot products. The loss is calculated
using the NLL-loss. Following, the losses for all
steps are summed up, and all weights of the re-
ceiver as well as the sender are updated based on
this summed loss.

4 Experiments and results

There are five variables in the experiments that are
adjusted: (1) the image embedding size for the
sender e, (2) the LSTM hidden size for the sender
hs, (3) the image/message embedding size for the
receiver e, (4) the LSTM hidden size for the re-
ceiver h, and (5) the size of the vocabulary |V|.
Table 1 shows the accuracy of the models calcu-
lated on the basis of the success of communication
if the receiver can identify the target object. A
random guess corresponds to 50% in the Dale-2
dataset and 20% in the Dale-5 dataset.

For the Dale-2 dataset it can be clearly seen that
an embedding size and hidden size that are as high
as the vocabulary size are beneficial for identifying
the correct object. The receiver identifies almost

Dataset | hy e; h, e |V]| | Acec.
Dale-2 | 10 10 10 10 10 | 95%
Dale-2 | 50 50 128 128 10 | 50%
Dale-5 | 10 10 10 10 10 | 23%
Dale-5 | 10 10 10 10 20 | 23%
Dale-5 | 10 10 10 10 100 | 41%

Table 1: Results: h are different hidden sizes, e embed-
ding sizes and |V'| vocabulary sizes.

every sample correctly with all sizes of 10. When
the hidden and embedding sizes are increased, the
guesses by the receiver are random. Interestingly, a
vocabulary size of 10 is enough to communicate a
meaningful message for the Dale-2 dataset. Using
Dale-5 with four distractors and with low hidden,
embedding and vocabulary sizes, the agents barely
pass the random baseline at 23%. Only increasing
the vocabulary size to 100 raises the accuracy by al-
most 20% to 43% which is still considerably lower
than the 95% of the Dale-2 dataset.

5 Discussion and future work

Unsurprisingly, the agents have a much higher dif-
ficulty to discriminate a target object from four
instead of one distractor. Since we discriminate ob-
jects based on properties that are also distinguished
in human cognition (colour, size, shape), we expect
that the vocabulary onto which the agents converge
reflects these categories and is therefore close to
human vocabulary. There are 48 possible combina-
tions of attributes. Still, for Dale-2, a vocabulary
size of only 10 is enough for an almost perfect
accuracy with two objects. This hints to the fact
that the agents don’t describe the complete target
object, but only rely on discriminative attributes
between the objects. The need for a more detailed
description of discriminative attributes is higher
when more distractors are involved. Therefore, the
models must learn more combinations of symbols
in order to attest to this higher level of detail and
how to relate them to features in the images.

In our ongoing work we are extending our anal-
ysis of features and agent configurations as well
as we are investigating the emerged language and
the new vocabulary, whether it consists of similar
categories as human language and how its words
are combined to form complete messages. In our
future work we will extend the learning to rela-
tions between entities which introduce a high level
referential underspecification.
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A Extended CLEVR datasets

Figure 1: An example from the Dale-2 dataset

In Figure 1, the small red cube is the target object.
Since all attributes except for the size are shared
with the distractor, all three attributes are necessary,
to identify it following Dale and Reiter (1995)’s
rules, namely the small red cube.

Figure 2: An example from the Dale-5 dataset

The target object in Figure 2 is the purple cylin-
der. It shares the same colour and size with the
purple sphere, the same size with the two cubes
and no attribute with the turquoise sphere. It can
be uniquely identified as the cylinder.
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Abstract

We analyse longitudinally humour episodes ap-
preciation and production in 4 North-American
children while interacting freely with their
mums at home (Providence Corpus, Demuth
et al. (2006)), at 12, 18, 24, 30, 36 months.
We annotate humourous episodes combining
resources from the General Theory of Verbal
Humor (Attardo and Raskin, 1991), namely
the construct of Script Opposition (im/possible,
ab/normal, non/actual), with a further charac-
terisation of those in terms of the knowledge
domain such opposition is related to (e.g. Natu-
ral World, Social Conventions, Meta-linguistic).
We observe significantly different distributions
in the types of SO and domains between moth-
ers and children and a developmental trajectory
in the emergence of SOs and domains in chil-
dren. We discuss how these patterns reflect the
child linguistic and cognitive development and
how they can inform us about the general prin-
ciples of reasoning acquired and developing.

1 Introduction

Humour is inherently interactive and relies deeply
on shared knowledge, conventions, and cul-
tural norms (Priego-Valverde, 2003), being often
context-dependent (Cunningham, 2005). Humour
appreciation has indeed been shown to correlate
and be informative about pragmatic and mentalis-
ing abilities (Aykan and Nalcaci, 2018; Bischetti
et al., 2019). Most scholars identify the presence
of incongruity as one of the fundamental com-
ponents of humour (Raskin, 1985; Attardo and
Raskin, 1991; Yus, 2017; Maraev et al., 2021; Tan-
nen, 1993; Mazzocconi et al., 2020). The ability
to appraise (and eventually enjoy) an incongruity
entails the acquisition and knowledge of a typical
pattern. Therefore when looking at child devel-
opment, humour appreciation can be informative
about their pragmatic development and considered
as a marker of what children are learning about the
world, their culture and language (Martin, 2007;

Mireault and Reddy, 2016; Loizou and Recchia,
2019; Telli and Hoicka, 2022) (and about their cur-
rent models). Piaget (1945) considered laughter
in relation to humour as a sign of cognitive mas-
tery: humour being mostly appreciated when the
stimulus involves concepts that the child has just
acquired or is in the process of learning, placed
therefore at the zone of proximal development (Vy-
gotsky, 1980), when it is neither too hard nor too
easy to grasp the incongruity (Zigler et al., 1966;
McCall, 1972; McGhee, 1979). While some cross-
sectional studies have been conducted (e.g. Hoicka
and Akhtar (2012); Telli and Hoicka (2022)), struc-
tured longitudinal investigations of humour devel-
opment are still scarce.

2 Current Study

We investigate humour appreciation and production
in spontaneous mother-child interaction longitudi-
nally from 12 to 36 months of age. We analyse
humour episodes occurring in 4 American English
mother-child dyads (Providence Corpus, Demuth
et al. (2006).) during 30 minutes of spontaneous
interaction at home at 12, 18, 24, 30 and 36 months
of child age. We integrated the speech annotations
available from the CHILDES database with those
related to laughter occurrences (N=287) and prag-
matic functions publicly shared in Mazzocconi and
Ginzburg (2022) and Mazzocconi and Ginzburg
(2023) respectively'.

Following the methodology used by Archakis
and Tsakona (2005) in adult conversation, we es-
tablished two criteria for humourous episodes iden-
tification: (1) the occurrence of laughter and (2)
the identification of an incongruity appraised or
intended as pleasant (Mazzocconi et al., 2020) in
what the laughter is related to. The current study is
based on the analysis of 271 humourous episodes:

'All transcriptions and audio/video files can be found on
the CHILDES database. Laughter annotations are available at
https://osf.io/48fmd/ and https://osf.io/8enf3/.
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113 identified through laughs produced by children
and 158 through laughs produced by mothers.

Each humourous episode is annotated in terms of
the Script Opposition(s) involved (Raskin, 1985;
Attardo and Raskin, 1991), following the hierarchi-
cal step-wise methodology by Hempelmann and
Ruch (2005): (1) Possible-Impossible, (2) Normal-
Abnormal, (3) Actual-Non Actual (i.e., when the
overlap/clash is between two possible and typ-
ical scripts, and the incongruity relies on hav-
ing initially considered one instead of the other).
Each SO is further characterised by describing
which knowledge Domain it is related to: (1)
Natural World: Human scheme, Physical Laws,
Use and properties of objects; (2) Social Domain:
Default action sequences, Moral rules, Conversa-
tional rules; (3) Meta-linguistic Domain: Phonetics,
Phonology, Semantics, Pragmatics (i.e. less prob-
able meaning, e.g. irony or scare-quoting). Anno-
tations were conducted using the software ELAN?
(Brugman and Russel, 2004) and the statistical anal-
yses using R (R Core Team, 2022).

3 Results

The most frequent type of SO is ab/normal, be-
ing in proportion more frequent in mothers than
in children (Fisher’s Exact Test, p=.011). The
SO im/possible is significantly more frequent in
children than mothers (p <.001), while the SO
non/actual is more frequent in mothers than in chil-
dren (p =.016). While the SOs ab/normal and
im/possible are present over all the time points
analysed, in children we observe the SO non/actual
only from 24 months of age. In terms of Domain,
SOs related to Natural World are significantly more
frequent in children than in mothers (p <.001);
those related to the Meta-Linguistic domain are
more frequent in mothers than in children (p=.004),
while SOs pertaining to Social Conventions are
more balanced (p=0.26). When looking at the lon-
gitudinal patterns, the tendency for children to ap-
preciate SO related to Natural World more than
mothers is constant over time. On the other hand,
we observe that mothers produce more laughs in
relation to Social Convention violation especially
at the first time points, while towards 36 months
the percentages observed are more balanced for
this domain. Looking at the sub-types, in children
we observe the emergence of laughter related to
humourous episodes involving violations of Con-

*Inter-annotator agreement details in Appendix.

versational Conventions only from 18 months, and
to the violation of Moral Rules from 24 months (be-
ing more frequent in children than in mothers). Hu-
mour episodes in the Meta-Linguistic domain are
more frequent in mothers at all time-points. Chil-
dren appreciate SOs related to Phonetics aspects of
speech and vocal production similarly to mothers
from 12 months of age, while we see SOs related
to Phonology and Semantics to be rarer in children.
Humourous episodes related to the Pragmatic sub-
domain, are observed only in mothers when the
child is 36 months, while absent in children.

4 Discussion

We observed developmental trajectories both for
the type and the pertaining Domain of SOs involved
in humourous episodes appreciated by children.
The significantly higher frequency of laughter re-
lated to im/possible SOs in children than in moth-
ers might be related to the fact that funniness is
best found at the zone of proximal development
(Piaget, 1945; Vygotsky, 1980). Children might
especially appreciate this kind of SO, since rely-
ing on the ontology of the world that they are in
the process of building, while for mothers such
oppositions might be less amusing. The observa-
tion of the non/actual SO only from 24 months
might be due to the fact that it involves the ability
to co-activate two potentially possible and normal
scripts for a specific context and switch between the
two, implying more complex cognitive processes
(e.g. executive functions and inhibition) still de-
veloping during childhood (Best and Miller, 2010).
Similarly, we observe that SOs related to differ-
ent knowledge domains are appreciated over time
and important differences can be observed between
mothers and children. Our data invite a refinement
of the humour developmental stages proposed by
McGhee (1979), showing that some types of hu-
mour, at least in interactional ecological contexts,
are accessible to children earlier than previously
postulated: we observe misnaming of objects and
actions already from 18 months (rather than be-
tween 2 and 4 years) and playing with word sounds
already from 12 months (rather than between 3 and
5 years). Our results show that laughter in relation
to humourous episodes can give us important in-
sights into early cognitive, linguistic and pragmatic
development, as well as into the general principles
of reasoning acquired and developing in children.
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Limitations

The conclusions from our study should be taken
cautiously given the small sample size analysed (4
mother-child dyads over 5 time-points) due to the
chronophagus method applied, requiring manual
annotations. Moreover, our study is focused exclu-
sively on middle-class American English speaking
dyads and we cannot therefore scale our conclu-
sions to any other language and culture given the
impact that those factors have both on parenting in-
teractional dynamics (Hoff, 2006) and laughter and
humour production and perception (Martin, 2007;
Jiang et al., 2019).
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S Appendix

5.1 Inter-annotator agreement (IAA)

IAA was conducted among 2 coders in two steps.
The first step was aimed at testing agreement on
humour episodes identification (i.e. Pleasant incon-
gruity laughables: start- and end-time boundaries),
while the second was aimed at testing agreement
on the specific classifications in terms of Script
Oppositions (SO) and domain. The first phase
(Pleasant incongruity/humourous episodes identi-
fication and segmentation) was conducted on 20%
of the laughter annotations applying the Staccato
algorithm implemented in ELAN (Liicking et al.,
2011).> The average degree of organization be-
tween annotators is of 0.74. The raw percentage of
agreement on whether each laugh (n=47) was re-
lated to a humourous laughable, or not, is 93.6% (3
disagreements). For the second step, looking at the
specific classification of each humourous laughable
in terms of SO and Domain, we asked the second
annotator to analyse all the laughables annotated
by the first annotator for children and mothers. An
Other category was offered to all coders, whenever
specific humour episodes could not be classified
according to the proposed framework. Overall, for

3We ran the analysis with 1000 Monte Carlo Simulations,
a granularity for annotation length of 10, and a = 0.05.

SO we obtain a percentage agreement of 92.8 (£
1.33) and a total Krippendorff’s « of 0.79; for the
Domains we obtain a percentage agreement of 90.1
(£ 5.09) and an overall Krippendorff’s a of 0.78.
IAA on sub-domains is 95.4% with a Krippendorff
a of 0.82. Regarding the IAA on SO classification
within each sub-domain , we observe an overall
percentage of agreement of 91.9 (42.1) and a Krip-
pendorft’s a of 0.77. After discussion, annotators
came to unanimous agreement on the annotations
and those values retained for the current analysis.

5.2 Distribution of Script Oppositions
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Figure 1: Count of Script Oppositions (Im/Possible,
Ab/Normal, Non/Actual) over time as a function of
knowledge Domain (Natural World, Social Conventions,
Meta-Linguistic) in Mothers and Children
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Characterization of Discourse Salience in English Social Dialogs and its
Application to Assessing Interactional Competence of Social Dialog Systems

Alex Luu
Brandeis University
alexluu@brandeis.edu

1 Characterization of Discourse Salience
in English Social Dialogs

ITo gain better insights into the co-constructed na-
ture of meaning in social conversation, I conducted
an empirical study of discourse salience in natu-
rally occurring English casual dialogs. First, expert
annotators are asked to put themselves in conversa-
tional participants’ shoes and rely on their commu-
nicative competence to recognize the main point
(most salient content) in the arguments of 2529
discourse relations annotated in NEWT-SBCSAE,
a publicly accessible corpus of naturally occurring
casual dialogs in American English (Du Bois et al.,
2000; Riou, 2015; Luu and Malamud, 2020), tak-
ing into account the interlocutors’ shared social
goal as defined in Luu (2022b)?. In addtion, they
annotate different linguistic aspects characterizing
the salient content of utterances including its direc-
tionality (i.e. whether it is backward- or forward-
looking) and information packaging (i.e. the given-
new ordering of information and syntactic vari-
ations for realizing that ordering). The detailed
annotation guidelines and outcomes are publicly
accessible at https://alexluu.flowlu.com/hc/6/274--
discourse-salience/. In this paper, I use the anno-
tated data to systematically characterize discourse
salience in English social dialogs, which directly
relevant to social dialog system evaluation (Sec-
tion 2) and modeling (future work).

1.1 Distribution of Discourse Relations

Figure 1 shows the distribution of all annotated dis-
course relation types. It is clear that social dialog is

I"This paper’s live version is located at https://osf.io/yvjgbl/.

This goal is to create a coherent experience of together
making sense of Self, the Other, and the relationship between
them. Within this shared goal, performing a conversational
move implies taking a public social act of simultaneously (1)
evaluating the subject matter discussed in that move, (2) posi-
tioning interlocutors, and (3) aligning with other interlocutors,
with respect to any salient sociocultural dimension such as
informational, affective or normative.

counts
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Equ'\\la\en\?e
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]
3
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Figure 1: Distribution of discourse relations.

by no means dominated by question—answer pairs
(category ‘interaction—query’). In fact, it is full of
‘feedback’ and utterances functioning across multi-
ple sociocultural dimensions such as ‘prominence-
2’, ‘emphasis-repetition’, ‘positioning-evaluation’,
‘evaluation’, ‘positioning’ and ‘alignment’. These
observations has several implications:

* Human users who wants to test a social dia-
log system should diversify their conversation
moves instead of adhering to the question—
answer pattern and informational dimension.

* Social dialog systems’ conversational strate-
gies should cover all sociocultural dimensions
and leverage the power of simple ‘feedback’.

1.2 Directionality of Discourse Salience

The directionality of discourse salience is showed
in Figure 2, revealing that backward-looking salient
content is much less popular than salient content
that is both backward- and forward-looking. In ad-
dition, the 2nd argument of non-prominent ‘feed-
back’ and Q-relations (‘interaction—query’ and
‘interaction—other’) are more probable to be only
backward-looking salient content. Hence, salient
content that is both backward- and forward-looking
is preferred; and if such content is not available,
non-prominent ‘feedback’ is a safe choice.
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Figure 2: Directionality of at-issue content in the second
arguments of informational coherence relations (C and
Q are C-relations and Q-relations respectively.

1.3 Information Packaging of Discourse
Salience

Figure 3 shows information packaging of discourse
salience. The minor portions of new-before-given
and noncanonical word order cases confirm the
preference of given-before-new information order-
ing and canonical word order (CWO) in naturally
occurring discourse (Prince, 1992; Birner, 2012,
inter alia). In addition, all new-before-given cases
are realized in CWO, and can be classified in two
categories (see more detail in Luu, 2022a):

* dialogic resonance (Du Bois, 2014)

* non-informational emphasis (Luu, 2022b)
type of NWO

arg given-new? cwo?

n
=

L fragment
n =

T UnNsure = unsure

B preposing
B postposing
== argument reversal

== combination
= cleft

Figure 3: Information packaging of discourse relations.

2 Application to Assessing Interactional
Competence of Social Dialog Systems

Questioning the status quo of research on human—
computer communication, Kopp and Kramer
(2021) argue that we should prioritize modeling
the key aspects of mutual understanding in con-
versation, instead of surface-level behaviors learn-
able from data. Consequently, adequate evaluation
of dialog systems should take into account their
interactional competence (IC) (e.g. Galaczi and
Taylor, 2018, inter alia), which captures the real-
time context-sensitivity of interlocutors’ meaning
interpretation and production.

Based on the characterization of discourse
salience presented in Section 1, we can identify a
social dialog system’s IC by whether its responses:

* pick up on forward-looking salient content in

prior discourse

* contribute new content which

— can be forward-looking salient content
or simple feedback

— is relevant to and consistent with prior
discourse with respect to different socio-
cultural dimensions (see detailed discus-
sion in Luu, 2022b, pp.155-157)

In addition, to create an adequate setup for the in-
teraction between human evaluators and social dia-
log systems, we can adopt the concept of scaffold-
ing conversation (Imberi-Olivares, 2012), orig-
inally referring to an important learning avenue
for children in social interaction and based on the
notion of scaffolding in developmental psychol-
ogy (Vygotsky, 1978; Bruner, 1975; Wood et al.,
1976). Being applied to human—computer commu-
nication, scaffolding conversation® is conducted in
such a way that human interlocutors, as the more
competent conversants, actively adjust their con-
versational moves to increase dialog systems’ IC.
To successfully converse with humans in scaffold-
ing conversation is a realistic goal of social dialog
systems, and the analysis of problematic conver-
sational moves can directly inform the systems’
improvement. Moreover, scaffolding conversation
allows human interlocutors to raise the bar in a sys-
tematic and constructive manner when social dialog
systems become more and more competent.*

3This is comparable to a specific strategy of inquiry in
the communication game in the Question Under Discussion
framework (Roberts, 1996/2012), except for the fact that social
conversation is not only about information exchange or inquiry.
“Based on the principles proposed in this section, I develop
an expert human evaluation protocol publicly accessible here.
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rezonateR: An R package for analysing coherence in
conversation

Ryan Ka Yau Lai

University of California, Santa Barbara
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1 Introduction

rezonateR is an R (R core team 2022) package
working with complex data annotations, geared
towards discourse and interactional linguists
examining topics like dialogic resonance, turn-
taking, and reference tracking. It aims to bridge
the gap between data from modern multilayer
corpus annotations, which usually take on
complex graph formats, and features arranged in a
tabular format used in visualisation, statistical
analysis, and machine learning environments,
which linguists need to answering particular
research questions. rezonater takes annotations
from the visual annotation environment Rezonator
(DuBois 2019, DuBois et al. 2020), transforms the
graph into a relational database-like format, and
offers a wide range of functions for generating
features used in discourse research.

2 Features

The first step of working with Rezonator
annotations  in import
Rezonator’s native format using the
importRez () function. This creates an object
that contains, among other information, a series of
data frames, each of which corresponds to a node
type in Rezonator’s underlying graph structure.
Semi-automatic annotations can be added to these
data frames by first guessing the values in R, then
using
and updateFromDF () t0 exportitasa .csv, edit
it in a spreadsheet, and incorporate the edits in R.
After import, rezonateR contains numerous
functions for deriving features from the imported
annotations. Two sets of generic functions are
available for data wrangling (e.g. combining
information from different node types in the

rezonateR IS 1O

.rez

rez write csv (), rez read csv()

annotations): the EasyEdit series for base R users,
and the TidyRez series for tidyverse (Wickham
et al. 2019) users.

Beyond these basic features, rezonateR
contains functions for analysing more specific
discourse questions. Figure 1 shows three main
structures in Rezonator: stacks (annotations of text
segmentations), tracks (coreference chains), and
dialogic resonance (DuBois 2014).

23 AUCE | () [He]said.that [he] talked to Ron
24 ALICE,  |and auomer [shit]?

25 | MARY: About | what

|
(%) (.) the way ( )were feeling ,

2% ALICE () About
1
27 ALICE;  (.) of|them being the only ones cleaning the house ,

I
/_/

29 ALICE; . H- 1| mean whatédc n't realize-,
() 1+ liz

Figure 1: Sample Rezonator text (SBC007) with
stacks (background colours indicating turns),
resonances (straight-line connections between
words), and tracks (curved lines between mentions).
Stacks represent discourse units (e.g. turns).
rezonateR can compute values like positions of
tokens within stacks, optionally excluding non-
word tokens like pauses and punctuation; this is
useful when e.g. investigating a form’s function
through its position within large structures (e.g.
Kim 2022). For dialogic resonance, rezonateR
can find resonances between parts of a sequence
(e.g. between first and second assessments), and
calculate resonance-related statistics used in
studies like Tantucci & Wang (2021). For tracks, it
contains a rich set of functions for deriving
predictors for coreference-related issues like
referential choice, e.g. extracting the distance to or
a property of the last mention or counting recent
mentions (possibly conditionally, e.g. subjects
only) within a window of lines. The case study
below demonstrates how rezonater deals with
the first two annotation types.

28 ALICE;
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3 Sample analysis

To demonstrate the use of various functions in
rezonateR, this sample analysis examines
responsiveness in the seventh conversation from
the Santa Barbara Corpus of Spoken American
English (SBC007; DuBois et al. 2000). Question-
answer sequences are perhaps the clearest
examples of responsiveness, since a question
socially obligates a response. | began by
identifying all the question-answer sequences
using stacks, and tagged the stacks for the action
they implement (e.g. information-seeking
guestion, confirmation request, other-initiation of
repair). Three types of questions were identified
as the most common in the text: Information-
seeking questions, ritualised expressions of
disbelief (Wilkinson & Kitzinger 2006), and
soliciting the recognition of a reference (Heritage
2007).

To analyse the formal correlates of
responsiveness, | examined two linguistic devices:
discourse markers (DMs) and resonance. |
annotated all resonance in the text in Rezonator.
rezonateR’s functions for combining various
parts of the annotations (rez left join(),
findResonancesBetween (),
stackToToken ()) were used to produce the
following graphs: the number of resonance chains
associated with each Q-A sequence type (Figure
2), and word tokens found in Q-A sequences of
each category (Figure 3).

Assessment Candidate Confirmation

solicitation  co-construction request
Type of Q-A sequence

resonance
YR -]

Info-seeking
question

Figure 2: Resonance count for four Q-A types;
remaining types have no resonance. Only 18
resonances were in Q-A sequences, out of 234 total.

Ritualised Information Solicitation of
disbelief 9 recognition

really

Figure 3: Word clouds by Q-A type (DMs in red).

Since little resonance is associated with Q-A
pairs in this dataset, | then focused on analysing
the DMs, including outside Q-A sequences. The

two most common discourse markers in Q-A
sequences were yeah and mhm. Since yeah seems
to be used more for information-seeking questions
and mhm for the other two with more regulatory
functions, this may hint at a more general pattern
regarding the distribution of yeah vs mhm, further
supported by fact that yeah seems to appear more
frequently in longer turns (Figure 5). To further
investigate this, each instance of the DMs was
tagged according to the epistemic gradient
between asker and answerer (HIERARCHY, after
Gadanidis et al. 2023); whether it was elicited by
the other party (e.g. with interrogative syntax or
rising intonation), responding to previous speech
with no explicit invitation for a response, or
simply pointing back to one’s own speech
(RESPONSIVENESS); whether the speaker was
expressing affiliation with or understanding of the
speech she was responding to, or some other
stance (STANCETYPE); the DM’s position in a
sequence (second pair part (SPP), sequence-
closing third, other; SEQPOSITION). The text was
also annotated for turns using stacks. The DM’s
position in the intonation unit (IU) and the IU’s
position in the turn were automatically derived in
rezonateR Using data wrangling functions and
getOrderFromSeq (). Hierarchical clustering
with complete linkage revealed two layers of
interpretable clusters. The first (k = 2) divides
DMs with substantive semantic contribution from
those with primarily regulatory functions. The
second (k = 5) divides regulatory cases into
backchannels and follow-ups to one’s own prior
talk, and substantive cases into SPPs to
information-seeking questions, non-information-
seeking questions, and thirds. Figure 4 shows the
distribution of yeah and mhm within these
categories, supporting the above-mentioned

association of yeah with greater substantiveness.
a0

60 Backchannel
Regulatory mhm

40 BinfoSPP

20 INonInfOSPP
Substantive eah

BPostExp
0 =Self

Figure 4: Sankey diagram of the two clusterings
and the distribution of yeah and mhm within each.
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Figure 5: Gantt chart, produced with rezonateR’s getGantt (), of yeah (Y) and mhm (M)’s locations.
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A Framework for Confusion Mitigation in Task-Oriented Interactions
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Abstract

Confusion is a mental state that can be triggered
in task-oriented interactions and which can if
left unattended lead to boredom, frustration, or
disengagement from the task at hand. Previous
work has demonstrated that confusion can be
detected in situated human-robot interactions
from visual and auditory cues. Therefore, in the
next step, we propose appropriate interaction
structures in this study, which should be used to
mitigate confusion. We motivate and describe
this dialogue mechanism through an informa-
tion state-style dialogue framework and poli-
cies, and also outline the approach we are tak-
ing to integrate such a meta-conversational goal
alongside core task-oriented considerations in
modern data-driven conversational techniques.

1 Introduction

While we have a keen common sense intuition of
what it means to be confused, the concept theoreti-
cally has only had some study in affective sciences:
From a positive perspective, confusion is an ef-
fective response that occurs in people willing to
explore new knowledge or tasks, but it is also an
epistemic emotion that is associated with cogni-
tive impasses when people try to solve problems
(Lodge et al., 2018). The effects of the confusion
state have been studied in online learning and driver
assistance (Grafsgaard et al., 2011; Atapattu et al.,
2020; Hori et al., 2016), but to date, the amount
of research on confusion focused on the dialogue
domain has been limited. One potential reason
for the limited systematic study of confusion in
the dialogue community may be that confusion is
arguably better detected and more relevant in phys-
ically embodied interactions such as with robotic
systems, although in this domain, research to date
has been limited. In previous research (Li and Ross,
2023a), we have shown that it is possible to sys-
tematically identify users in a state of confusion,
at least in a controlled study. If we can directly

Robert Ross
Technological University Dublin
robert.ross@tudublin.ie

detect confusion as a cognitive state in interactions,
the question then becomes: How should we train
or otherwise adjust our dialogue policy to mitigate
that confusion? Certainly, some of this mitigation
would factor into the design cycle where we mea-
sure user confusion during initial interactions and
adjust task designs to reduce the potential for con-
fusion, but we also need to allow for the fact that
confusion will occur (particularly in educational or
training settings (D’Mello et al., 2014)) and that the
conversational policies deployed must be able to
dynamically adjust to the user in a confused state.

Given this challenge, in this paper we present
a policy framework for the mitigation of confu-
sion in task-oriented interaction. The policy frame-
work builds on some design concepts from clas-
sical information state (IS) and dialogue acts rep-
resentations from Dynamic Interpretation Theory
(DIT), and Dialogue Act Markup in Several Layers
(DAMSL). Our intuition for designing our dialogue
framework builds on IS dialogue models and re-
lated toolkits such as TrindiKit, which is a dialogue
move engine toolkit and the IBiS system (issue-
based dialogue system) (Traum and Larsson, 2003;
Larsson, 2002).

We first outline a set of relevant atomic informa-
tion state and dialogue acts specifications; we then
outline an information state structure including dia-
logue moves, and formalise the detailed dialogue
policies corresponding to the dialogue acts. Follow-
ing that, we illustrate the proposed approach using
several scenarios as case studies. While the ap-
proach is very much a classical perspective, this is
simply a stepping stone for us to providing aligned
behaviours in data-driven policies.

2 Information State & Framework Design

In this study, the information state represents cumu-
lative additions from previous actions in dialogue,
and also the mechanisms to trigger dialogue moves
for activating a corresponding dialogue act.
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Figure 1: IS structure for confusion mitigation

Figure 1 presents an overview of the information
state structure that we assume. The information
state structure is typical of many other information
state proposals such as IBiS, but for the sake of clar-
ity, we briefly summarise for the unfamiliar reader.
At a high-level the information state is split be-
tween a private grouping of state variables (Agent)
which are internal to the agent and a public group-
ing of variables (Public) which the dialogue model
assumes are shared between both agents. Within
the private entities, the field /Agent/DES (desire) is
a set of propositions (prop) that are used to capture
the goals that the agent wishes to achieve. The
field /Agent/BEL (believe) is a set of propositions
that are directly correlated to the task that is taken
to be true. Finally, the field /Agent/Agenda is a
stack of plans which the agent intends to enact in
order to achieve dialogue goals or otherwise lead
to manipulate the mental state.

Turning to the public elements of the information
state, the field /Public/QUD is a stack of questions
under discussion (QUD). The QUD encompasses
the ordering of unresolved questions or tasks to be
confirmed that have been raised within the dialogue.
The field /Public/COM includes a set of proposi-
tions that the user and the agent have committed
to in the dialogue. It is not necessary for discourse
participants to genuinely believe in those proposi-
tions, but discourse participants should have made
a commitment to those statements for the objectives
of the conversation. Finally, the field /Public/LU
simply captures the last utterances in terms of the
speakers and the specific dialogue moves associ-
ated with the utterances and the specific dialogue
moves associated with the utterance.

Building on Larsson (2002)’s IBiS1 model, our
dialogue moves are coarse-grained operations that
trigger updates to the information state and the
selection of relevant dialogue acts. Therefore, we
designed ten dialogue moves and nine dialogue

acts in our technical report (Li and Ross, 2023b),
which can be applied across four information types
(i.e., statement, feedback, generic, and interface), to
operationalise a policy to mitigate user confusion
states. Our technical details include two tables
(i.e., Table 1 and Table 2) in Li and Ross (2023b)
outline the general form of communication updates
associated with these dialogue acts and the specific
updates related to confusion states, respectively.
In that report, we detail a dialogue management
process that is based on these definitions. A con-
fusion detection model is assumed and integrated
into the dialogue framework for real-time detection
of the user’s confusion states. Our model assumes
semantically distinct levels of productive confu-
sion, unproductive confusion, and non-confusion.
When a confusion state is detected, this aspect of
the dialogue policy becomes active. This struc-
turing is in accordance with similar elements of
communicative management in those moves and
acts are selected to achieve the interaction goal of
mitigating the user’s confusion state. When an in-
terlocutor is not manifesting confusion behaviours,
the dialogue policy proceeds with those moves and
acts associated with task progression as outlined.
Moreover, we also present a task-oriented dialogue
scenario in that report with associated updates of
dialogues to help elucidate the policy presented.

3 Discussion & Outlook

In this paper, the proposed models and the under-
lying report have been designed and applied at a
conceptual and empirical level in part of our human-
avatar and human-robot studies. While the key mo-
tivators for these earlier studies were (a) whether
confusion states can be induced; and (b) whether it
is possible to detect confusion states extraverbally.

The policy presented here is to highlight one way
in which we can identify and mitigate confusion
as a pragmatic phenomenon that can be identified.
While the benefit of a controlled dialogue flow re-
mains important, we do recognise the importance
of folding in the goals of embodied structured con-
versation with the naturalness and task-oriented
appeal of integration with large language model-
based solutions. Although the current proposal is
still embryonic and not in a state where it can be
systematically evaluated, we believe that the study
of pragmatic effects in embodied systems presents
an important next step for the study of the seman-
tics and pragmatics of dialogues.
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Abstract

Instruction Clarification Requests are a mecha-
nism to solve communication problems, which
is very functional in instruction-following in-
teractions. Recent work has argued that the Co-
Draw dataset is a valuable source of naturally
occurring iCRs. Beyond identifying when iCRs
should be made, dialogue models should also
be able to generate them with suitable form and
content. In this work, we introduce CoDraw-
iCR (v2), extending the existing iCR identifiers
with fine-grained information grounded in the
underlying dialogue game items and possible
actions. Our annotation can serve to model and
evaluate repair capabilities of dialogue agents.

Introduction If someone requests you to put
glasses on a dog, you may doubt yourself: Is that re-
ally what I am supposed to do? Before attempting
that, you’d likely seek confirmation, for instance,
by posing a clarification request. In real life, dogs
do fine without glasses, but, as we see in Figure 1,
that is indeed a correct action in the context of a
scene construction dialogue game.

In instruction following settings, ambiguous or
underspecified instructions may elicit clarification
requests when the instruction follower realises they
cannot act properly without further information.
These are Instruction Clarification Requests (iCRs),
namely CRs that occur in Clark’s 4th level of com-
munication (Clark, 1996), when an utterance (here,
an instruction) is understood generally, but not at
the level of uptake (Schloder and Fernandez, 2014).

We have recently argued that the CoDraw dataset
(Kim et al., 2019) is a rich and large source of spon-
taneous iCRs (Madureira and Schlangen, 2023).
We identified iCRs among all instruction follower
utterances and proposed using the annotation to
model the tasks of knowing when to ask and to re-
ply to an iCR. However, knowing what and how to
ask are also topical devices for a competent instruc-
tion follower dialogue model. To account for that,
we continue this initiative by adding information

dog lower right corner 1 4 inch from bottom
facing left tail almost touching side

the dog?

are you telling me to put glasses on the dog?
lol i'm asking does he have glasses if not then yes

i put glasses on him, sunglasses are all i have here

he have glasses or no?

Figure 1: A communication problem occurring and be-
ing resolved with the aid of clarification requests in
an instruction following interaction (CoDraw, ID 9429,
CC BY-NC 4.0, scene from Zitnick and Parikh (2013)).
When an instruction is not clear enough, the instruction
follower asks for clarification, in order to act accord-
ingly (here, placing cliparts in the scene).

about the content and form of iCRs, in order to
allow modelling and evaluating the subsequent task
of generating iCRs, not yet explored in this corpus.

Our annotation complements CoDraw-iCR (v1)
by adding mood categories and by mapping each
utterance to its corresponding objects and action-
related attributes. We show that this sample is an
appealing ensemble of mostly unique surface forms
through which interesting relations in co-occurring
objects and attributes emerge, making it a handy
resource for further CR research. The data and
documentation is available for the community at
https://osf.io/gcjhz/, which also contains a
link to an extended version of this summary.

Background Clarification Requests are a multi-
faceted phenomenon in dialogue, with vast litera-
ture on categorising, documenting and modelling
their various realisations as well as their relations
to other utterances and to the context (Purver et al.,
2003; Gabsdil, 2003; Rodriguez and Schlangen,
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Figure 2: Overview of the distributions of annotated categories in CoDraw iCR utterances.

2004, inter alia). Still, it remains an open research
area; in particular, we cannot delineate yet to what
extent CR mechanisms can be learnt via data-driven
methods (Benotti and Blackburn, 2021), and deal-
ing with underspecifications is still hard for pre-
trained language models (Li et al., 2022).

Benotti and Blackburn (2021) have recently
raised awareness to the different world modalities
upon which clarifications can be grounded, like
vision, movement or physical objects. Still, few
works exist that systematically map the content
of CRs to elements related to the context where
they occur (Gervits et al., 2021). Some exam-
ples are Benotti and Blackburn (2017), who use
a methodology to classify CRs according to why
they make implicated premises explicit (e.g. wrong
plan, not explainable plan or ambiguous plan in
instruction giving), in a corpus that is further anal-
ysed in Benotti and Blackburn (2021) with a recipe
to detecting grounded clarifications. Gervits et al.
(2021) propose a fine-grained annotation schema
for CR types related to the environment (object lo-
cation, feature, action, description, etc). The small
size of these corpora, however, does not meet the
needs of current data-driven methods.

Corpus Overview 8,765 utterances (7,710 types)
were identified as iCRs in CoDraw. Figure 2

presents an overview of the annotation. The im-
mediately preceding instruction giver utterance is
the source utterance (i.e. the utterance where the
communication problem manifests) for 80.26% of
the iCRs and 78.49% of the iCR utterances get a
response from the instruction giver in the imme-
diately following turn. For 63.85% of them, both
conditions are true. They are realised in many sur-
face forms, ranging from short and generic (sorry?),
to very specific (owl is med?), to long and verbose
(is the girl sitting or standing i need to know as
there are multiple options and her expression as
well). Besides, the iCRs cover all available objects
and are well distributed among actions.

Outlook Given the need for large scale cor-
pora for data-driven methods, trading some of the
ecological validity in the annotation process for
machine-learnability was necessary. Still, even in
its controlled environment with a limited number
of actions and objects, the resulting iCR utterances
are very diverse in surface form and very fertile
in content. With the release of the annotation, the
community gains a larger resource with sequen-
tial, spontaneous iCRs in turn-based dialogues. We
aim to encourage more research on modelling CRs
in instruction following interactions, and also to
enable detailed evaluation of iCR generation.
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1 Introduction

We argue that humour cannot be understood — or
analysed — without considering the interactional
and cognitive resources, including low-level repair
mechanisms and higher-level inferences, which un-
derpin any conversational exchange. To account
for incongruity — often argued to give rise to hu-
morous effect — we use common-sense inferences
linking background knowledge, beliefs and context
to the ongoing dialogue. How any utterance should
be interpreted relies on underpinning assumptions
warranting these inferences, principles of reason-
ing called topoi (Aristotle, ca. 340 B.C.E./2007;
Ducrot, 1988). Topoi are cultural affordances ac-
cessible to members of a community which licence
certain inferences. Accessing or accommodating
an appropriate topos to interpret an utterance is cru-
cial for successful dialogue (Breitholtz, 2020). As
there is usually more than one potentially applica-
ble topos this can lead to a mismatch between in-
terlocutors’ interpretations (Breitholtz et al., 2017).
This potential for mismatch is exploited in the case
of humour where it may result in incongruity (At-
tardo and Raskin, 1991; Maraev et al., 2021).

2 Taboo

In any community, there are subjects which it is
not normally considered acceptable to talk about.
These may be repulsive (e.g. faeces, vomit) or ac-
tions that are considered morally deviant (e.g. can-
nibalism, incest). One such taboo that we will focus
on in this paper is menstruation.

What counts as a taboo depends heavily on the
context of the interaction. For example, bodily
functions may be the legitimate subject under dis-
cussion between a doctor and their patient. Taboos
are also gradient with certain topics more or less
improper depending on the situation, including the
(social) identities of the participants.

For example, discussion of menstruation may be

unproblematic or humorous between women, but
embarrassing or offensive with men present. How
we negotiate the contexts which situate how men-
tions of taboo subjects are interpreted demonstrates
the complex interplay of personal relationships and
identities that we navigate in all interactions.

3 Menstruation and humour

One way in which talk about taboos can be licensed
is through humour, and this can be facilitated by
using readily available topoi which share some un-
derlying features. Menstruation is no exception,
and can be constructed as dirty/mysterious in jokes:
“Confucius says never turn your back on anything
that can bleed for five days straight and still live”’
(Bemiller and Schneider, 2010).

As with any domain which is as essential to the
human condition there are a large number of topoi
associated with menstruation. These are culturally
and context specific. For example, in some con-
texts menstruation signals fertility (a woman on her
period has not reached menopause), but in other
contexts signals a lack of fertility (getting one’s
period when one is hoping to conceive). In situa-
tions which require one such topos to be accom-
modated for the discourse meaning to be correctly
interpreted humans generally have no problems
identifying and accommodating a relevant topos.

4 Talk about tampons

Our first example, taken from the British National
Corpus 2014 (BNC2014; Love et al., 2017) occurs
in a family home, between a mother (F1) and her
daughters (F2 and F3), along with a male family
friend (M1). Also present are the father of the
family and a 32 year old male. The dialogue at
the start between the mother and her daughters, is
quite matter of fact about the tampons. It is only
when two of the men join the conversation with
non-sequitur questions and bad puns that F1 and
F2 laugh to defuse any potential awkwardness.
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(1) From BNC2014 SE68. F1 (female, 49), F2 (female,
24), F3 (female, 21), M1 (male, 53)

1 F1 why have we got a packet of this Tampax here?

2 F2 it’s not mine <F3/>’s

3 F1 are those yours <F3/>?

4 F3 yeah

s F1 on the table <laugh/>

s UNKMALE what are they for then?

7 M1 are we are we eating in there?

s F3 yeah Tampax

o UNKMALE yeah

10 F3 for your periods

11 UNKMALE oh

12 F2 <laugh/>

13 M1 well you did ask

14 F1 box of Tampax on the table I take it <F3/>’s on
her period

15s UNKMALE do you get them periodically?

16 F2 <laugh/> oh that’s a good one

17 F1 <laugh/>

18 F3 funny

19 F2 <laugh/>

4.1 Vampires and menstruation

The aim of the dialogue in (2) is to be funny, but
without using obviously scripted jokes. To under-
stand the joke, you have to know that vampires are
associated with Transylvania, that Vlad the Impaler
was also known as Vlad Dracula (and that Drac-
ula is a vampire), and about the infamous hacked
phone conversation (then) Prince Charles had with
his (then) mistress Camilla (“tampongate”).

(2) BBC Radio 4 Friday Night Comedy “The News Quiz”
5th May 2023 discussing the coronation of King
Charles

1 Ria Lina: ...Charles likes to holiday in
Transylvania and he’s paid for this brand new really
eco friendly water treatment for this village <laugh>
not that we have a problem with our waterways at all,
do we?

> Audience: <laughter>

3 Ria Lina: Erm I'm not saying that it proves he
wants to be a vampire because it’s in Transylvania

4+ Audience: <laughter>

s Ria Lina: [He goes every year to Transylvania]

¢ Rachel Cunliffe: [He he] goes every year to
Transylvania and he is distantly related to Vlad the
Impaler

7 Ria Lina: Is he?

s Rachel Cunliffe: Yeah

o Ria Lina: Well I'm not saying it proves he wants
to be a vampire but he did once want to be a tampon,
SO.

10 Audience: <laughter and groaning>

In contrast to our previous examples, the con-
text of example (3) is a specific joke-telling one,
between teenagers. Adolescents gain knowledge
about menstruation and related experiences from
their peers through talking, storytelling and joking
(Fingerson, 2012).

(3) BNC KPG 2498-2529 Josie (14, F), Shelley (15, F),
Sean (12, M)

1 Josie Right, three vam , a vampire walks into a pub
and goes erm

2 Shelley Oh yeah. Tknow.

3 Josie excuse me, <mimicking Romanian accent> |
want a pint of blood.

4 Shelley Yeah.

s Josie And the man goes sorry mate we don’t do
blood. And he goes, I want a pint of blood! So the
man goes <pause> ah, chops the dog’s head off.

¢« Unknown <laugh>

7 Josie Sticks it in the cup, goes and gives it to him,
he goes, <mimicking Romanian accent> thank you.
And goes and sits in the corner. Second vampire
comes in, <mimicking Romanian accent> I want a
pint of blood.

s Unknowns <laugh>

o Josie He goes alright. Gives it to him. He goes,
<mimicking Romanian accent> thank you , and go
and sit down. Third vampire comes in, right, the other
one goes and sits down, the third one comes in, he
goes <pause> yo! What’s going down man? I want a
pint of water. He goes, pardon? He goes, I want a pint
of water.

10 Shelley <laugh>

11 Josie So he gives him a pint of water, he goes and
sits with the other ones. And the other ones look at
him, and they sort of look in their cups and going
<pause> er, how comes we got blood <pause> and
you got water? <laugh> <pause> He goes, nah mate!
Ain’t you lot ever heard of tea bags? And he puts a
Tampax in the water.

12 Unknowns <laugh>

13 Unknown Very good.

14 Sean How comes your jokes are sick?

5 Conclusions

In this paper we have provided examples of dia-
logues in which menstruation is discussed. This
topic can cause a range of responses from embar-
rassment to enjoyment which are not because of
the topic per se but rather a complex interplay of
the context and purpose of the dialogues and the
interlocutors and their inter-relationships across a
range of dimensions. These include factors about
the speaker (are they a member of an in-group or
out-group? What is the projected persona?), rela-
tionships between speakers and their roles (How
intimate are they? Are they performing roles as-
sociated with particular rights and obligations, e.g.
teacher-student)

Although there is an increased interest in in-
corporating such socio-cultural knowledge and be-
liefs in semantic analyses of language (see Burnett,
2020; Davis and McCready, 2020; Noble et al.,
2020) there is, as yet, no formal theory which en-
compasses all of these factors. As ever, much re-
mains to be done.
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Abstract

Annotation of dialogue acts was stimulated
by computational work in building
dialogue systems, even though theoretically
the notion has its roots in the pragmatic
speech act theory. We will be dealing with
a special type of dialogue acts that cannot
be described in terms of expressed
intention, and can be described as non-
topical linguistic material, for example, acts
like Well listen or I don't know how to say
this. We propose to use the cover term
metadiscourse dialogue acts for this type of
acts. We present empirical experiences
from dialogue act annotation on Slovenian
data.

1 Introduction

The meanings of utterances can be interpreted in
terms of their functions, like, for example:

o A: Omake seimas kaj? ‘Do you have some
more sauce?’ can be interpreted as eliciting
information or as a request for more sauce,

e B: Ja ‘Yes,” can be interpreted as
confirmation,

e B: Eee Ana saj je zlica tam pa si vzemi.
‘Uhm the spoon is there, Ana, take some,’
can be interpreted as directive, etc.

One of the most known and early theories that
has drawn attention to this level of meaning was
Austin’s (1975) speech act theory, in which an
illocutionary act is considered as the “performance
of an act in saying something” (Austin 1975: 99);
for example, apologising, offering help, stating
information, etc. However, when faced with real-
life data, the five basic speech act categories of the
speech act theory—representatives, directives,
commissives, expressives, declarations—(Searle
1979) turned-out to be insufficient (Levinson
2017). In  data  annotation, alternative

classifications like DAMSL (Allen, Core, 1997),
SWBD-DAMSL (Jurafsky et al. 1997), AMI
(2005), ISO 24617-2 (2012) and DART (Weisser
2019b) have therefore developed. Along with that
the term changed from speech act to dialogue act,
and the core notion was expanded significantly
(Jurafsky 2004). Dialogue acts are, nowadays,
usually defined in terms of dialogue functions
(Jurafsky 2004) or communicative functions (ISO
24617-2 2012: 13) that an utterance performs.
However, the existing schemes suffer drawbacks
such as ambiguous distinction between the
semantic and pragmatic meaning of utterances,
lack of appropriate tags, poor informativeness of
very general tags such as inform, and unsystematic
annotation of metadiscourse acts (Verdonik 2022).

2 Data and methodology

Our approach is corpus-based. We have selected data
for annotating dialogue acts in the total length of one
hour. The data were selected mainly from the Slovene
reference speech corpus (Verdonik et al. 2013) and
represent diverse communicative settings. Detailed
information on the data is provided in Table 1. The
data were annotated by two independent annotators,
both linguists. They have annotated the main dialogue
act categories as identified in Verdonik (2022):
information-providing acts, information-seeking acts,
action acts, social acts and metadiscourse acts.

Both corpus annotators worked independently.
The units of annotation were pre-annotated in order
to avoid different interpretations of what is the
basic unit of annotation. A minimal semantic and
prosodic unit in the given context was annotated as
the basic unit. The notion of context is crucial here,
and it includes non-verbal, especially prosodic
aspects, which we find most important for any
interpretation of spoken language use.
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Speech event Duration
h:mm:ss

TV news 0:02:05

Lecture 0:09:37

Telephone sale 0:09:27

Family conversation at lunch 0:09:51

At home, friends planning a | 0:10:03

common vacation

Online counselling in the form of | 0:06:05

an interview

Entertaining TV talk show, three | 0:13:00

participants, humour

Total 1:00:08

Table 1: Data for annotation.

3 Metadiscourse acts

annotation

dialogue

Based on the annotated data we have identified
typical metadiscourse dialogue acts which are very
frequent, and the annotators had no problem
recognizing them:

e signalling comprehension, e.g.,
backchannels like ja ‘yeah’, mhm or aha
both ‘mhm’

e signalling attention, e.g., Ja? ‘Yes?’

e signalling production processes, e.g., Aaa
kako naj recem. ‘Uhm, how should I say
this.” or A: Eee n() mislim. ‘Uhm n() I mean.’
or Kaj jaz vem. ‘1 don’t know.” or Ne vem
kako bi ti rekla. ‘1 don’t know how to say
this.’

e closings and transmissions, €.g., No fo je
to. ‘“Well this is it.”, or Ja no prav. ‘Yes okay
right.”, or Dobro. ‘Alright.’, or In to je bistvo
ne. ‘And that’s the point, y’know.’

e initiations, e.g., Ves§ kaj. ‘You know
what.’, or No v glavnem glej. ‘Well look.’

o referring backward, e.g., A: Kot si rekel.
‘As you’ve said.’

o referring forward, e.g, Glej jaz bom tako
rekel. ‘Look I will say like this.’, or No pa se
enega imam za vas. ‘Well, there is one more
thing.’

The listed examples can be recognised fully for
their dialogue act functions in the context of their
use. Here, we do not have enough space to describe

the context in detail. Furthermore, the functions of
these acts in the context are typically more complex
than, e.g. “signalling comprehension”, since such
an act can, at the same time, be signalling attention,
interest, agreement, etc. Nevertheless, differences
between the defined types are significant and all
types can be recognised.

Along with the defined metadiscourse dialogue
act types borderline cases were identified in our
data. Those were:

e Expression of attitude or emotion towards
the discourse content with (a) Phrases such
as: Huhu, super je! “Wow, it’s awesome!’, or
Kaj si ti nor, ej! ‘Is this crazy or what!’
Fenomenalno! ‘Phenomenal!’ Fajn! ‘Nice!’,
(b) Laugh, (c) Non-verbal sounds like mmm,
expressing pleasure when the speaker eats
something very tasty, (d) Swear words.

e Checking the collocutor’s comprehension,
e.g., You understand what I mean? or
checking one's own comprehension, e.g.,
Like this?

o Discussing discourse flow with subtypes (a)
Committing the speaker’s future discourse
behaviour or dialogue act, e.g., I will explain
it to you later; (b) Directing the collocutor's
discourse behaviour or dialogue act, e.g.,
Comeon, be quiet!, (c) Consulting the
discourse flow, e.g., Do we now have a
serious moment?, (d) Evaluating the
discourse flow, e.g., [ said to myself that |
will practice how to pronounce this. | But I'm
not doing very well.

e Repetitions can be a subtype of signalling
comprehension type if their primary function
is to express how the speaker comprehends
the collocutor, or a subtype of expression of
attitude or emotion type.

e Rhetorical questions can be a subtype of
referring forward type.

The data we have used for the present research
were limited in their size, and we should expect
additional types and subtypes of metadiscourse
dialogue acts when annotating more data.
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